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1 Summary

This report describes work carried out on numerical modeling of high Mach number flows and
their control. Three main technical areas were addressed: nanosecond-pulse, dielectric barrier
discharge flow control actuators, large-scale unsteadiness in separated shock-wave/boundary-
layer interactions, and transitional/turbulent boundary layer flows.

High-fidelity fluid simulations of nanosecond-pulse discharges demonstrated the importance of
rapid relaxation of excited neutrals and recombination of ions in generating the flow disturbance.
Comparisons of fluid simulations with particle-in-cell simulations showed good agreement,
confirming the appropriateness of the fluid approach.

In a supersonic compression ramp flow, a gliding discharge plasma actuator was found to be
very effective in reducing the extent of separation and the low-frequency content of the turbulent
fluctuations. This low-frequency content was examined in data from wind tunnel experiments,
the HIFiRE-1 flight test, and large-eddy simulations, and was found to agree with a theory
developed by Plotkin that represents the separation bubble as a frequency-selective amplifier.
This approach to understanding of the physics of separation unsteadiness, combined with
effective flow control actuators, shows promise for mitigating fatigue loading on high Mach
number aircraft. Further, large-eddy simulations (LES) were found to be more appropriate for
predicting separated, compressible flows than conventional, Reynolds-averaged Navier-Stokes
models, in particular because these simulations capture the large-scale unsteadiness.

Additional calculations were carried out on transitional and turbulent boundary layer flows.
Preliminary direct numerical simulations were carried out for the HIFiRE-1 boundary layer trip,
and the effect of Reynolds number on the trip wake pattern was explored. A verification and
validation project was undertake for high-fidelity, implicit LES. In the first step of the project,
results obtained with different computer codes and numerical approaches were compared to
experimental measurements of turbulent boundary layer flows.
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2 Introduction

Hypersonic flight is an enabling factor for long-range strike and reconnaissance in contested
airspace. A particularly difficult and important scientific challenge in hypersonics is predicting
and controlling the interaction of a shock wave and a turbulent boundary layer. Shock-
wave/boundary-layer interactions occur in both internal flows (such as engine flow-paths) and
external flows (such as fin-body junctures). They are associated with large-scale unsteadiness,
extreme thermomechanical loads, and engine operability problems. The work reported here has
focused on predicting heating and large-scale unsteadiness, and using plasma-based control
schemes to mitigate their deleterious effects.

2.1 Background

Research efforts under this project have focused on high-speed flow and its control with plasma
actuators. The physical models and numerical methods are described here.

2.1.1 Plasma Modeling

A reduced plasma kinetic model (23 species and 50 processes) was developed by carrying out a
sensitivity analysis of a zero-dimensional plasma computation with an extended chemical kinetic
model (46 species and 395 processes). The reduced model included the following species:
molecular nitrogen and oxygen, atomic nitrogen and oxygen, ozone, nitric oxide, electrons, three
species of ions, five electronically excited neutral species, and eight vibrationally excited
neutrals. The reaction mechanism includes electron impact reactions, reactions with neutral
radicals, quenching reactions and other transitions, charge exchange reactions, and electron-ion
recombination.

Rather than use the traditional drift-diffusion (one-moment) model for charged particle motion,
we chose to employ the more complex five-moment model in order capture nonlocal effects, and
to directly address the transfer of momentum and energy between the charged particles and
neutrals. For the neutral species, a diffusion equation formulation was used, and a mass-
averaged formulation was used for the gas as whole.

The formulation allows for the interaction of the discharge with the bulk gas flow through both a
body force and heating. The energy delivered to the bulk gas by the electric field is initially
apportioned between internal energy, thermal energy, and kinetic energy. The portion that goes
into internal energy is set by the chemical kinetic model, which also allows for chemical energy
to thermalize over time.

A separate temperature was computed for each charged species, but a single translational
temperature was assigned to all neutral species. The neutral translational temperature was
determined by subtracting the flow kinetic energy and charged particle thermal energy from the
total energy, and then solving the resulting expression for neutral gas energy for the translational
temperature.

2
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In the diffusive fluxes for the overall gas, a number of terms were retained involving the
diffusion velocity that are often neglected in the mass-averaged formulation. In particular, the
electron heat conduction and energy convected by the electron diffusion flux make significant
contributions to the total energy balance near the edge of the cathode sheath.

Inelastic and elastic momentum and energy exchange were incorporated as source terms in the
species conservation equations. The Poisson equation was employed to compute the electric
potential.

The calculations were carried out using the Air Force Research Laboratory computer code HOPS
(Higher Order Plasma Solver), which includes several physical models and numerical schemes.
Here, the physical model described above was solved using an implicit, second-order, upwind
formulation. The equations were solved in nondimensional form.

Time integration of the conservation equations was carried out using a second-order implicit
scheme, based on a three-point backward difference of the time terms. The formulation is similar
to the standard technique of Beam and Warming, but is adapted to a multi-fluid formulation with
different models for particle motion. The solution was time accurate, with all equations advanced
with the same time step.

Approximate factoring and quasi-Newton subiterations were employed. The implicit terms were
linearized in the standard thin layer manner. The implicit terms were evaluated with second-
order spatial accuracy, yielding a block tridiagonal system of equations for each factor. The
species were loosely coupled, limiting the rank of the flux Jacobian matrices to the order of the
moment model (one for the diffusion equation formulation, five for the charged particles and
overall conservation equations). The resulting equations were solved using a standard block
tridiagonal solver, and the change in the solution vector of conserved variables was driven to
zero by the subiteration procedure at each time step. Three applications of the flow solver per
time-step were employed for the present work.

For the charged particles and the bulk gas, the Roe scheme was employed for the inviscid fluxes.
For the diffusion model, a simple upwinding scheme was employed, based on the convection
velocity. In both formulations, stability was enforced using the minmod limiter in the MUSCL
formalism.

The Poisson equation was solved at the end of each subiteration in the implicit time-marching
scheme. (This procedure yields a stable time step that is comparable to that obtained using
methods based on the linearization of the right-hand-side of the Poisson equation.) The
formulation of the implicit scheme was analogous to that used for the conservation equations,
with linearization of the implicit terms, approximate factoring, and an iterative procedure that
drives the change in the solution to zero. The spatial derivatives were evaluated using second-
order central differences, and the system was solved using a standard tridiagonal algorithm.

2.1.2  Fluid Modeling

For the work reported here, simulations were carried out with three, independently implemented
computer codes (US3D, FDL3DI, and HOPS). The baseline numerical scheme for all three
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solvers included nominally sixth-order accurate spatial differencing, and implicit, second-order
accurate time integration. All three codes include the option of switching to a lower-order,
upwind scheme in the vicinity of a shock.

The US3D code is an unstructured, finite volume solver developed by G. Candler’s group at the
University of Minnesota. The code solves the compressible Navier-Stokes equations using a cell-
centered, finite-volume formulation. For the calculations of both the inviscid and viscous fluxes,
gradients of flow variables are computed using a weighted least squares method.

In the present work, the inviscid fluxes were evaluated using the low-dissipation, kinetic energy
preserving scheme of Subbareddy and Candler. In this formulation, the inviscid fluxes F are
computed as the combination of a nondissipative symmetric component Fs and an upwinded
dissipative component Fq multiplied by a shock detecting switch a:

F =F,+aF, (1)

The parameter o € [0, 1] is chosen so that the dissipative portion of the flux evaluation is only
used in regions near discontinuities. The present work employed the Ducros switch:

_Vwy @)
N O PN T

where U and @ are the velocity and vorticity vectors, respectively.

Spatial derivatives of the inviscid fluxes were evaluated using a sixth-order accurate, gradient-
based interpolation scheme with the following form:

b 1= bi + bisa 8(8¢i +8¢iv1)  8ir1 + iy, 3)
i+5 2 15 45

Here §¢; is the scalar (dot) product of the gradient of ¢ in Cell i and the vector from the center

of Cell i to the center of Face i+1/2. The viscous fluxes were evaluated using a second-order

accurate central difference scheme. The current computations were carried out using the perfect

gas assumption. Second-order accurate, implicit time integration was employed.

Two codes developed at AFRL were also used in this study. The FDL3DI code was named for
the Flight Dynamics Laboratory, a precursor organization to AFRL. This code is a high-order
accurate, structured-grid, finite-difference solver for the perfect-gas, compressible-flow Navier-
Stokes equations. The HOPS code (see Section 2.1.1) includes several physical models, but here
it is employed as a single-fluid gasdynamics code. Employed in this way, the two codes
represent independent implementations of essentially the same numerical approach.

Time integration of the conservation equations was carried out in the baseline approach using a
second-order implicit scheme, based on a three-point backward difference of the time terms. The
general formulation is similar to the standard technique of Beam and Warming. Approximate
factoring and quasi-Newton subiterations were employed, with three applications of the flow
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solver per time step. The implicit terms were evaluated using the scalar pentadiagonal
formulation of Pulliam and Chaussee. For comparison, a fourth-order, explicit Runge-Kutta
method was employed for some of the calculations.

The baseline spatial differencing scheme was based on compact differencing and filtering. In one
dimension, the finite difference approximation to the first derivative ¢; at Node i is evaluated by
solving a tridiagonal system of the form:

apl_ + B+ adl,, = a¢i+1 ; i1 +b Dit2 ; iz (4)

where a, a, and b are constants chosen to give a certain order of accuracy and set of spectral
properties for the scheme.

Numerical stability was enforced using a low-pass, Pad¢-type, nondispersive spatial filter. The
filtering approach replaces the computed value ¢; at a particular node with a filtered value ¢;:

N
ArPig + i + Ay = z % (Pisn + Pi_n) &)
n=0

where the constants oy, ao, ... ay are chosen to give appropriate filter properties. The filter was
applied to the solution vector, sequentially, in each of the three computational directions,
following each sub-iteration for implicit time integration, or each time-step for explicit
integration. The order of the filtering operation was permuted at each time step.

The hybrid compact-Roe shock capturing scheme of Visbal and Gaitonde was employed for
flows containing strong shocks. The metrics were evaluated using the method of Thomas and
Lombard.

2.2 Program Objectives

The main technical objectives of this program were to develop techniques for the prediction and
control of supersonic flows in a range up to Mach 6. This regime is important for the
development of Air Force systems with short response time and high survivability. The low
supersonic regime is relevant for internal flows in scramjet engines, whereas the higher Mach
number range is relevant for external flow over a vehicle.

Particular attention has been given to heat transfer and large-scale unsteadiness in separated,
turbulent flow. Work on flow control has focused on actuators based on electrical discharges.
These devices are an appealing flow control option for the high-speed regime because of their
low profile, rapid actuation, and ability to operate in hostile environments.
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2.3 Approach

The technical approach for the efforts on plasma modeling has been to attempt to improve the
accuracy of predictions through more complex physical models. There are two main differences
between the present approach and other recent studies of nanosecond pulse discharges in air.
First, the present model emphasizes the chemical kinetics of energy storage and thermalization.
Second, in place of a traditional drift-diffusion model under the local field approximation, a more
detailed model of the charged particle motion was employed here to try to capture some of the
nonlocal effects, and to directly address the transfer of momentum and energy between the
charged particles and neutrals.

For modeling neutral gas flows, the technical approach has emphasized turbulence and transition
without the use of explicit models. In particular, direct numerical simulation was applied to
laminar-turbulent transition, and implicit large-eddy simulation was applied to turbulent flows.
In the latter approach, the effect of unresolved turbulent scales is replicated using the filtering
effect of the numerical scheme.

The personnel involved in this work were Dr. Nicholas Bisek, Dr. Roger Kimmel, and Dr.
Jonathan Poggie of AFRL/RQHF, Dr. Donald Rizzetta of AFRL/RQVC, Dr. Scott Stanfield of
Spectral Energies LLC, Dr. Joel Gronvall and Dr. Timothy Leger of Ohio Aerospace Institute,
Dr. Ricky Tang of Universal Technology Corporation, Dr. Alexandre Likhanskii of Tech-X
Corporation, and Prof. Igor Adamovich and Dr. Munetake Nishihara of The Ohio State
University.

2.4 Challenges

The primary challenge to computational simulation of air vehicles in the hypersonic regime are
the disparate length and time scales present in problem. Scales range from the molecular, to the
component level, and to the flight profile. These disparate scales make the problems very stiff,
and motivate the development of new, more efficient numerical algorithms to attack these
problems.
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3 Results and Discussion

The following subsections review the work that was done under this project to explore high-
speed flow and its control. Additional details can be found in publications reproduced in
Appendices A through C. The work can be divided into three main categories: nanosecond-pulse
dielectric barrier discharge actuators (Section 3.1 and Appendix A), shock-wave/boundary-layer
interaction (Section 3.2 and Appendix B), and transitional/turbulent boundary layers (Section 3.1
and Appendix C).

In 2012, work was carried out on plasma-based flow control of separated shock-wave/boundary-
layer interactions (Ref. [1], Appendix B). Work in 2013 focused on fluid simulation of
nanosecond-pulse dielectric barrier discharges (Ref. [2], Appendix A), control of shock-
wave/boundary-layer interaction (Ref. [3], Appendix B), kinetic modeling of discharges (Ref.
[4], Appendix A), and large-scale separation unsteadiness (Ref. [5], Appendix B). Work in 2014
addressed turbulent boundary layer flows (Ref. [6], Appendix C), laminar-turbulent transition
(Ref. [7], Appendix C), and Reynolds-averaged Navier-Stokes Simulations (Ref. [8], Appendix
B).

3.1 Nanosecond-Pulse Dielectric Barrier Discharge Actuators

Repetitive, pulsed discharges are a well-known and appealing method for plasma generation.
Such discharges are efficient generators of both ions and electronically excited species because
of their high instantaneous reduced electric field. In aerospace applications, nanosecond-pulse
discharges have been employed as flow control actuators, as a source of ionization for
nonequilibrium magnetohydrodynamic devices, and as a means for enhancing ignition and
combustion.

In a nanosecond-pulse discharge, the input energy in the electrical circuit is ultimately converted
into heat and gas motion. Motivated by potential uses in flow control applications, we are
interested in the details of the physics of this process. In recent work, we have developed both
fluid (Ref. [2]) and kinetic models (Ref. [4]) of these discharges.
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(a) Diagram of computational domain. (b) Bulk gas velocity profiles.

Figure 1: Simulation of Nanosecond-Pulse Dielectric Barrier Discharge
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3.1.1 Multi-Fluid Modeling

As detailed in Ref. [2], a physics-based model was developed for nanosecond-pulse discharges,
including realistic air kinetics, electron energy transport, and compressible bulk gas flow. A
reduced plasma kinetic model (23 species and 50 processes) was developed to capture the
dominant species and reactions for energy storage and thermalization in the discharge. The
kinetic model included electronically and vibrationally excited species, and several species of
ions and ground state neutrals. The governing equations included the Poisson equation for the
electric potential, diffusion equations for each neutral species, conservation equations for each
charged species, and mass-averaged conservation equations for the bulk gas flow.

The results of calculations with this model highlighted the path of energy transfer in the
discharge. At breakdown, the input electrical energy was transformed over a timescale on the
order of 1 ns into chemical energy of ions, dissociation products, and vibrationally and
electronically excited particles. About 30 percent of this energy was subsequently thermalized
over a timescale of 10 ps. Since the thermalization time scale was faster than the acoustic time
scale, the heat release led to the formation of weak shock waves originating near the sheath edge,
consistent with experimental observations.

Figure 1 shows sample results from this work. The configuration is shown on the left. The right
electrode was grounded, and the left electrode was driven with a 27 kV amplitude, 12 ns duration
negative Gaussian pulse. The air pressure was about 5 kPa, the discharge gap was 2 mm, and 1-
mm-thick dielectric coatings covered the electrodes. The discharge leads to rapid heating at the
sheath edges and the formation of shock waves. These waves can be seen in the bulk gas
velocity profiles shown in the right figure. The gas velocity is sufficiently large to create a
disturbance for flow control.

Despite the simplifications employed in the calculations, the computed translational temperature
rise (40 K) and nitrogen vibrational temperature rise (370 K) were of the same order of
magnitude as those measured experimentally (50 K and 500 K, respectively). The results
illustrate how input electrical energy is rapidly transformed (over roughly 1 ns) at breakdown
into ionization products, dissociation products, and electronically excited particles, and how
thermalization occurs over a relatively longer time-scale (roughly 10 ps). The quenching of
electronically excited states and electron-ion recombination make roughly equal contributions to
the thermalization of stored chemical energy.

This work represents a first step towards detailed fluid modeling of the nanosecond-pulse
dielectric barrier discharge actuator. This type of actuator shows promise for high-speed flow
control, and accurate numerical modeling will contribute the optimization of these devices. In
ongoing work, we are extending the model to multiple dimensions, which should allow a more
realistic representation of the electric field and better quantitative comparison with experiment.

3.1.2 Kinetic Modeling

Dielectric barrier discharge plasma (DBD) actuators have demonstrated high potential for active
flow control for both subsonic and supersonic applications. However, both experimental and
numerical studies showed that the performance of dielectric barrier discharge plasma actuators is
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rather sensitive to the dielectric barrier discharge parameters, such as driving voltage and
position of the actuators on the aerodynamic body. In order to transition research and
development efforts to implementation onto aircraft, it is important to gain confidence in both
experimental and simulation results for DBD laboratory studies.

Reference [4] explored the accuracy of simulations. A detail analysis was carried out of the most
commonly used physical model (the drift-diffusion approximation) for physical accuracy,
numerical convergence, and capabilities for high performance simulations. Detailed comparison
was made between the results of drift-diffusion and particle-in-cell simulations, using the Tech-
X code Vorpal. Grid resolutions requirements for a converged solution were addressed, along
with scaling on multiple processors.

The simulations showed good agreement between kinetic and fluid approaches for key dielectric
barrier discharge characteristics, such as streamer thickness, streamer height above dielectric
surface, and generated electric fields. The main difference between particle-in-cell and fluid
simulations was in the electron number density distribution within a streamer: it is rather grainy
for the particle-in-cell approach and smooth for the fluid approach. We observed that maximum
electric fields, generated at the streamer head, are in the range of 5 X 107 to 7 X 107 V/m. We
also observed a large region between streamer body and dielectric surface, where the vertical
component of electric field may reach up to 10° V/m.

3.2 Shock-Wave/Boundary-Layer Interaction

Shock-wave/boundary-layer interactions, or (more broadly) inviscid-viscous interactions, are at
the heart of many of the design difficulties associated with flight at high Mach number. They
occur wherever the vehicle shape deviates from a simple, smooth surface. Such flows are
typically characterized by flow separation, large-scale unsteadiness, and extremely high heat
transfer rates. They are the source of much of the aero-thermo-acoustic load that a high-speed
vehicle must resist.

In recent work, we have addressed several aspects of the prediction of shock-wave/boundary-
layer interaction. We have explored the limitations of conventional turbulence models in
predicting heat transfer rates in strongly-perturbed, separated flow. We have also investigated
large-scale unsteadiness in these interactions, both from the standpoint of prediction and control.

3.2.1 Reynolds-Averaged Navier-Stokes Modeling

The investigation described in Ref. [8] was conducted to evaluate the error involved in predicting
aerothermodynamic loads (surface pressure, skin friction, and heat transfer) using a Reynolds-
averaged Navier-Stokes solver. Numerical simulations of shock-wave/turbulent boundary-layer
Interaction at Mach 5 were performed, and compared with vetted experimental data. These
simulations included three, two-dimensional impinging shock interactions and two, three-
dimensional swept interactions. The impinging shock cases involved different levels of
interaction intensity, which resulted in attached flow, incipient separation, and fully separated
flows. Comparisons between the numerical results and experimental data for each case were used
to evaluate the error in predicting the associated aero-thermodynamic loads. The results show
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that wall pressure is accurately predicted, skin friction is under-predicted, and heat transfer is
over-predicted. However, the trends in skin friction and heat transfer were captured by the RANS
simulations. Overall, RANS simulations were judged to give adequate predictions of qualitative
flow structure, but to be deficient for quantitative predictions of wall fluxes.

3.2.2 Plasma Control

In the study described in Ref. [1], the Navier-Stokes equations were solved using a high-fidelity,
time-implicit numerical scheme, and an implicit large-eddy simulation approach, to investigate
plasma based flow control for supersonic flow over a compression ramp. The configuration
included a flat-plate region to develop an equilibrium turbulent boundary layer at Mach 2.25,
which was validated against a set of experimental measurements. The fully turbulent boundary-
layer flow interacted with a 24 deg ramp, and produced an unsteady shock-induced separation. A
control strategy to suppress the separation through a magnetically-driven gliding-arc actuator
was explored. The size, strength, and placement of the actuator were determined from the results
of recent experiments. Three control scenarios were examined: steady control, pulsing with a
50% duty cycle, and control with realistic Joule heating. The results showed that the control
mechanism is very effective at reducing the mean separation length for all three situations. The
case without pulsing and Joule heating was the most effective, with a reduction in the separation
length of more than 75%. Control was also found to significantly reduce the low-frequency
content of the turbulent kinetic energy spectrum.

In the follow-on study described in Ref. [3], additional high-order, implicit large-eddy
simulations were performed for the 24 deg compression ramp flow. As found previously, the
interaction between the turbulent flow and the corner led to a low-frequency, unsteady, shock-
induced separation. The model magnetically-driven plasma-based flow controller was applied to
the flow to minimize the separated region and its adverse effects. The controller consisted of two
streamwise separated segments pulsed 180 deg out of phase at a 50-percent duty-cycle. The
results show that this controller configuration was very effective at reducing the separation while
only using 80 percent of the power of the configuration in our previous study.
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(a) Measured in wind tunnel and flight test. (b) Computed in large-eddy simulation.

Figure 2: Wall Pressure Fluctuation Spectra, with Comparison to Plotkin Model
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3.2.3 Large-Scale Unsteadiness

Large-scale separation unsteadiness is of particular concern in flight applications because the
associated wall pressure fluctuations have significant energy content between 10 and 1,000 Hz,
which encompasses the range of typical resonant frequencies of flat panels on high Mach number
aircraft. Correlations for the form of the wall pressure fluctuation spectra are of interest for
design against fatigue loading. Further, reduced-order models of the separation unsteadiness can
assist in design decisions, and aid the development of feedback flow control systems. In the
work described in Ref. [5], we attempted to quantify some the universal features of the
separation unsteadiness by examining data from wind tunnel experiments, flight test
experiments, and well-resolved large-eddy simulation.

Spectra of wall pressure fluctuations caused by separation shock unsteadiness were compared for
data obtained from wind tunnel experiments, the HIFiRE-1 flight test, and large-eddy
simulations. The results (Figure 2) were found to be in generally good agreement, despite
varying Mach number and two orders of magnitude difference in Reynolds number. Relatively
good agreement was also obtained between these spectra and the predictions of a theory
developed by Plotkin, which depicts the separation shock unsteadiness as linearly damped
Brownian motion. Further, the predictions of this theory are qualitatively consistent with the
results of experiments in which the shock motion was synchronized to controlled perturbations.
The results presented here support the idea that separation unsteadiness has common features
across a broad range of compressible flows.

3.3 Transitional/Turbulent Boundary Layers

Boundary layer heat transfer rates can be almost an order of magnitude higher in turbulent flow
than in laminar flow. Further, our research on separation unsteadiness indicates that the
separation bubble acts as an amplifier of the large-scale disturbances in the incoming turbulent
flow. To examine these issues, we have carried out high-fidelity boundary layer simulations in
two recent studies.

3.3.1 Laminar-Turbulent Transition

Reference [7] describes a computational study of the effects of a discrete roughness element on a
high-speed boundary layer flow. Four cases were studied, with one set based on the flow
conditions during the ascent phase of HIFIRE-1. The work included a two-dimensional stability
analysis of the cone geometry without roughness, and four high-fidelity simulations with the
diamond-shaped roughness element. Reynolds number effects on the wake pattern were
compared, and a preliminary comparison was carried out between second-order accurate and
sixth-order accurate computational results.

11
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Figure 3: Large-Eddy Simulation of Mach 2.9 Turbulent Boundary Layer

3.3.2 Turbulent Boundary Layer Flow

For the work described in Ref. [6], high-fidelity, implicit LES of a Mach 2.9 turbulent boundary
layer flow were carried out using three different computational fluid dynamics codes. The three
codes (FDL3DI, HOPS, and US3D) employed the same formal order of spatial and temporal
accuracy. The aim of the work was to compare code performance and accuracy, and to identify
best practices for large-eddy simulations with the three codes. The simulations were carried out
using the same boundary conditions, body force trip mechanism, grids, and time-step. Additional
calculations were carried out to compare the results obtained with different numerical
algorithms, and to explore correlations characterizing large-scale structures in the flow
turbulence.

All three codes were able to produce plausible turbulent boundary layers, and showed good
agreement in the region where the boundary layer was well developed (Figure 3). The details of
the transition process, however, varied with the numerical method and the details of its
execution. In particular, coarser grids and more dissipative numerical schemes led to delayed
transition to turbulence in the calculations. The body force trip method was employed
successfully in each case, and should be suitable for general application. Many of the features of
the large-scale structures were found to match between computation and experiment, but
additional work is warranted to explore the use of such comparisons to validate LES codes.
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4 Conclusions

Several projects were carried out to explore the modeling of high Mach number flows and their
control. The research addressed plasma flow control actuators, large-scale unsteadiness, and
turbulent heating rates.

High-fidelity simulations of plasma actuators were carried out with multi-fluid models and
particle-in-cell models. Comparison of these methods showed good agreement, confirming the
usefulness of the fluid approach. These methods were applied to simulations of nanosecond-
pulse discharges, and the results demonstrated the importance of rapid relaxation of excited
neutrals and recombination of ions in generating the flow disturbances that are used for control.
Additional calculations were carried out using reduced-order discharge models identified the
possibility of mitigating the effects of large-scale unsteadiness with these devices.

Large-scale unsteadiness was examined in data from wind tunnel experiments, the HIFiRE-1
flight test, and large-eddy simulations, and was found to agree with a theory developed by
Plotkin that represents the separation bubble as a frequency-selective amplifier. Large-eddy
simulations were found to be more appropriate for predicting separated, compressible flows than
conventional, Reynolds-averaged Navier-Stokes models, because these simulations capture the
large-scale unsteadiness.

As a first step in a verification and validation project, three computer codes used in the AFRL
Computational Sciences Center were compared for high-fidelity, implicit LES of a supersonic
turbulent boundary layer flow. Relatively good agreement was obtained between the predictions
of the codes and the results of wind tunnel experiments. Additional direct numerical simulations
(DNS) were carried out with one of the codes for the HIFIRE-1 boundary layer trip, and again
good results were obtained. High-fidelity simulations (LES and DNS) show promise as
engineering tools for the prediction of heating rates in transitional and turbulent flows.
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List of Acronyms, Abbreviations, and Symbols

Acronym/
Abbreviation

AFOSR
AFOSR/RTE
AFOSR/RTA
AFRL
AFRL/RQ
AFRL/RQHF
AFRL/RQVC
ARL

DBD

DNS

DoD

DSMC
DSRC

ERDC
FDL3DI
HIFiRE
HOPS

HPC

LES

nsDBD
RANS

US3D

Symbols

.

©

QR = T Q™= Q0

oo g ar o

Description

Air Force Office of Scientific Research

Energy, Power, and Propulsion Department
Dynamical Systems and Control Department

Air Force Research Laboratory

Aerospace Systems Directorate

Hypersonic Sciences Branch

Aerospace Vehicles Design & Analysis Branch

Army Research Laboratory

Dielectric barrier discharge

Direct numerical simulation

Department of Defense

Direct simulation Monte Carlo

DoD Supercomputing Resource Center

US Army Engineer Research and Development Center
AFRL computational fluid dynamics code

Hypersonic International Flight Research Experimentation Program
Higher-Order Plasma Solver, AFRL computer code
High-performance computing

Large-eddy simulation

Nanosecond-pulse, dielectric barrier discharge
Reynolds-averaged Navier-Stokes simulation
Computational fluid dynamics code from University of Minnesota

Subscript Description

Skin friction coefficient d Dissipative component
Frequency 1 Grid index

Inviscid flux term n Grid index

One-sided power spectral density p Pressure

Reference length scale s Symmetric component
Time

Velocity

Input voltage

Streamwise coordinate

Numerical parameter

Reference boundary layer thickness
Relative permittivity

Standard deviation

Separation time scale

Generic dependent variable
Vorticity
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A physics-based model was developed for nanosecond-pulse discharges, including real-
istic air kinetics, electron energy transport, and compressible bulk gas flow. A reduced
plasma kinetic model (23 species and 50 processes) was developed to capture the dominant
species and reactions for energy storage and thermalization in the discharge. The kinetic
model included electronically and vibrationally excited species, and several species of ions
and ground state neutrals. The governing equations included the Poisson equation for
the electric potential, diffusion equations for each neutral species, conservation equations
for each charged species, and mass-averaged conservation equations for the bulk gas flow.
The results of calculations with this model highlighted the path of energy transfer in the
discharge. At breakdown, the input electrical energy was transformed over a timescale on
the order of 1 ns into chemical energy of ions, dissociation products, and vibrationally and
electronically excited particles. About 30% of this energy was subsequently thermalized
over a timescale of 10 us. Since the thermalization time scale was faster than the acoustic
time scale, the heat release led to the formation of weak shock waves originating near the
sheath edge, consistent with experimental observations.

I. Introduction

In a nanosecond-pulse discharge, the input energy in the electrical circuit is ultimately converted into
heat and gas motion. Motivated by potential uses in flow control applications, we are interested in the details
of the physics of this process.

Repetitive, pulsed discharges are a well-known and appealing method for plasma generation.'® Such
discharges are efficient generators of both ions and electronically excited species because of their high instan-
taneous reduced electric field.* In aerospace applications, nanosecond-pulse discharges have been employed
as flow control actuators,”® as a source of ionization for nonequilibrium magnetohydrodynamic devices,? '°
and as a means for enhancing ignition and combustion.'' 12

The generation of shock waves by volumetric heat release in pulsed discharges was observed and explained
in the 1970s in the context of gas laser technology.'® 4 Early computations by Aleksandrov et al.'* assumed
that all the power dissipated in the discharge immediately went into heating the neutral gas. Popov,®
however, has proposed a two-stage heating mechanism in which product species and electronically excited
species are generated by electron impact, and then the stored chemical energy is converted to thermal energy
through quenching and recombination reactions. (Reports on other investigations of kinetic mechanisms can
be found in Refs. 16-18.) Two-dimensional calculations have been carried out recently by Unfer and Boeuf,*”
assuming instant thermalization of 30% of the dissipated power that goes into electronic excitation.

In recent experiments by Nishihara et al.,2’ control of a Mach 5 cylinder flow was demonstrated using
a pulsed surface dielectric barrier discharge. The hollow cylinder model was made of fused quartz. A thin
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copper exposed electrode was affixed to the surface of the cylinder, with a second copper electrode mounted
inside. A combination of positive and negative polarity pulses applied to the two electrodes produced a
potential difference of about 27 kV, lasting on the order of 5 ns (pulse full-width at half maximum). The
effects of the energy release in the resulting discharge were captured using phase-locked schlieren imaging.
A weak shock wave was seen to form near the edge of the exposed electrode, and propagate upstream in the
shock-layer flow over a time scale on the order of microseconds. When the perturbation reached the bow
shock, its shape was altered, and the standoff increased by up to 25%.

We have begun to formulate a high-fidelity physical model of the energy transfer process in the pulsed
surface dielectric barrier discharge. For simplicity, we have focused in the present work on a planar geometry;
experimental evidence shows that a nearly one-dimensional discharge can occur at relatively low pressures.?!
Using coupled modeling of the plasma and compressible flow in a one-dimensional geometry for conditions
representative of the stagnation region of the Mach 5 cylinder flow experiments, we are studying the dominant
physical effects, including energy thermalization kinetics and compression wave formation and propagation.

To this end, a reduced plasma kinetic model (23 species and 50 processes) was developed first by carrying
out a sensitivity analysis of a zero-dimensional plasma computation with an extended chemical kinetic model
(46 species and 395 processes).?? Transient, one-dimensional discharge computations were then carried out
using the reduced kinetic model, incorporating conservation equations for each species, a self-consistent
computation of the electric potential using the Poisson equation, and a mass-averaged gas dynamic formu-
lation for the bulk gas motion. This paper presents the major results of these calculations, for conditions
corresponding to the cylinder flow experiments.

II. Physical Model

This section presents the chemical kinetics model and the conservation laws governing each species, the
bulk gas, and the electrodynamics. There are two main differences between the present approach and other
recent studies of nanosecond pulse discharges in air.!?23726 First, the present model emphasizes the chemical
kinetics of energy storage and thermalization. Second, in place of a traditional drift-diffusion model under
the local field approximation, a more detailed model of the charged particle motion was employed here to
try to capture some of the nonlocal effects, and to directly address the transfer of momentum and energy
between the charged particles and neutrals.

A. Reduced Kinetic Model

A reduced chemical kinetics model?? was developed to identify the dominant species and reactions affecting
the energy balance and the rate of thermalization in the discharge, and to minimize the computational cost
of the transient, one-dimensional calculations that will be presented here. To obtain the reduced kinetic
model, we applied a sensitivity analysis to a detailed, transient, zero-dimensional air plasma model used
in previous work.2” The full air plasma model was based on the model developed by Kossyi et al.2® The
main criterion for the sensitivity analysis was the effect of individual processes on the time-dependent energy
fraction thermalized after the discharge pulse. The species included in the model are given in Table 1 and
the reaction mechanism is listed in Table 2.

The reduced model includes the following species: molecular nitrogen and oxygen, atomic nitrogen and
oxygen, ozone, nitric oxide, electrons, three species of ions, five electronically excited neutral species, and
eight vibrationally excited neutrals. The reaction mechanism includes electron impact reactions (Reac-
tions 1-10 and 43-50), reactions with neutral radicals (Reactions 11-17), quenching reactions and other
transitions (Reactions 18-32), charge exchange reactions (Reactions 33-34), and electron-ion recombination
(Reactions 35-42). Rate coefficient curve fits for most of the reactions are given in Table 2, with the remaining
coefficients plotted in Fig. 1.

For the high reduced-electric-fields considered here, the rate of electron impact ionization greatly exceeds
the rate of electron attachment, and processes involving negative ions do not affect the energy balance. Thus
they are omitted from the model.

Further, the model also omits vibrational relaxation, which would occur over time scales much longer than
those considered in the simulations. For example, for a temperature of 300 K and a pressure of 0.05 atm, the
characteristic time scale for vibrational-translational relaxation of vibrationally excited nitrogen by oxygen
atoms?? is about 200 ps. The time scales of interest in the present simulations are more than an order of
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magnitude shorter than this.

In developing the model, zero-dimensional Boltzmann equation calculations were carried out with a
steady, two-term expansion of the electron energy distribution function of the plasma electrons.?® These
calculations employed experimental cross sections of electron impact electronic excitation, dissociation, ion-
ization, and dissociative attachment processes.?132 The rate coefficients of the electron impact processes, as
functions of the electron temperature 7., were derived from the point Boltzmann solutions by averaging the
cross sections over the electron energy distribution function. The results of these calculations are summarized
in Fig. 1.

Extremely high reduced electric fields are present in the cathode sheath. Since the sheath is essentially
particle-free, the critical region for accurate modeling of the discharge under the present conditions is actually
the vicinity of the cathode sheath edge, where significant ionization is present and the reduced electric field
is less than 1000 Td.

As a test of the validity of the model, we computed the Townsend ionization coefficient /N = k; /u. for
nitrogen using the point Boltzmann solver, and compared the results to the experimental data of Haydon
and Williams.?* The results are shown in Fig. 2. The solid line represents the results of the Boltzmann
calculations, and the symbols indicate the experimental data. Error bars are included on the experimental
points, representing a tolerance of three times the experimental standard deviation. Error bars are omitted
for those points where the experimental uncertainty is on the order of the symbol size.

For reduced electric fields below about 1000 Td, the calculations and measurements agree within the
experimental uncertainty (5%-17%). For fields between 1000 Td and 3000 Td, the Boltzmann solution is
about 10% higher than the experimental data. Only above 3000 T'd does the error become substantial.
Thus the level of uncertainty in the present model is typical of continuum electrical discharge computations.
Moreover, in PIC-MCC (particle-in-cell, Monte-Carlo collision) computations of streamers in air, Chanrion
and Neubert?* found that the reduced electric field had to exceed 1000 Td for runaway electrons to be
observed.

Although fields higher than 1000 T'd were observed in the present calculations, those regions were essen-
tially free of charged particles. At the location of peak charged particle number density, the reduced electric
field ranged from about 50 Td at 5 kV input amplitude to 130 Td at 27 kV input amplitude. Thus the
physical model for ionization at the sheath edge is sufficiently accurate to permit basic parametric studies
of the nanosecond-pulse, dielectric barrier discharge.

B. Governing Equations

Rather than use the traditional drift-diffusion (one-moment) model for charged particle motion, here we
chose to employ the more complex five-moment model®>* 4 in order capture nonlocal effects, and to directly
address the transfer of momentum and energy between the charged particles and neutrals.

Mass, momentum, and energy conservation equations were solved for each charged species:

0
a(msns) + V- (msnsvs) = msws (1)
0
&(msnsvs) + v'(msnsvsvs + psI) =V-1s + ansE + A, (2)
0
ar [msnsgs] + v'[msnsvsgs +PsVs] = v'[Ts'Vs - Qs] + qsnsvs'E + M, (3)

ot

The mass per particle of each species is denoted as mg, and the corresponding charge per particle is gs. The
species number density is ng, the velocity is vy, the total energy is £ = €5 + %vf, the internal energy is e,
and the pressure is ps. The electric field is E. Here w; is the rate of production of particles in chemical
reactions, A is the momentum exchange in collisions, and M is the energy exchange. The species shear
stress is 75 and the species heat flux is Q.

The pressure is found from ps = nskpTs, where kg is the Boltzmann constant and T is the translational
temperature. The internal energy per particle is assumed to have the form mges = HO+kpg(Ts—T°)/(vs—1),
where 7, is the ratio of specific heats and H? is the heat of formation per particle of species-s. Values for
the heat of formation of each species are given in Table 1.

For the neutral species, a diffusion equation formulation was used:

ong
ot

Dy
+ V- (nsW - kpT, Vp.;) = Ws (4)
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where Dy is the diffusion coefficient and w is the mass-averaged velocity.
For the gas as a whole, a mass-averaged formulation was employed:

dp B
EJrV-(pw)—O (5)
%(pw)JrV-(pww +pI)=V-7+ (CE (6)
%(p€)+v-(pw€+pw):V~(T~w7Q)+E'j (7)

Here p is the overall density, p is the overall pressure, ¢ is the space charge, and j is the electric current. The
diffusion velocity for each species is Uy = vy — w, p€ = pe + %pr +>, %msns U2 is the total energy of the
bulk gas flow, and € is the total internal energy per unit mass.

The formulation allows for the interaction of the discharge with the bulk gas flow through both a body
force and heating. Note that the energy delivered to the bulk gas by the electric field is initially apportioned
between internal energy, thermal energy, and kinetic energy. The portion that goes into internal energy is
set by the chemical kinetic model, which also allows for chemical energy to thermalize over time.

A separate temperature was computed for each charged species, but a single translational temperature
was assigned to all neutral species. The neutral translational temperature 7,, was determined by subtracting
the flow kinetic energy and charged particle thermal energy from the total energy p&, then solving the
resulting expression for neutral gas energy for the translational temperature.

The diffusive fluxes for the overall gas are:

T = Z (Ts - msnsUsUS> (8)

S

Q:Z |:Qs+msnsUs (hs+;U92> 7'5~Us:| (9)

The summations in (8)-(9) include separate flux terms for each charged species, but the fluxes for the neutral
species were combined in a single representative term for air. Note that we have retained a number of terms
involving the diffusion velocity that are often neglected in the mass-averaged formulation. In particular, the
electron heat conduction and energy convected by the electron diffusion flux make significant contributions
to the total energy balance near the edge of the cathode sheath.

The Poisson equation was employed to compute the electric potential:

V26 = —(/eo (10)

where € is the permittivity of free space. The electric field was found from E = —V¢.

C. Closure Models

In the equation set (1)—(3), closure models are needed for the collision source terms, the viscous stress tensor,
and the heat flux vector. First we consider the elastic and inelastic components of the momentum exchange
term A, = AF + Al and the energy exchange term M, = MF + ML

Because the gas is assumed to be weakly ionized, the primary elastic collisions are with neutral particles.
The following models are used for the elastic components of the collision source terms*"42 for the charged
particles:

ASE = —ngmsvs(Vs — Vy) (11)
msv,

ME = —ng——="[Bkp(T, — T))) + (Vs — V) - (MsVs + mpV 12
s sms+mn[B(s n) (s n)(ss nn)] ()
Here v, is the rate of collision with the neutrals, and m,, is an average particle mass for the neutrals. The
neutral translational temperature T,, was described earlier, and v,, & w is the mass-averaged velocity of the

neutrals.
Inelastic momentum and energy exchange terms, corresponding to the reaction mechanism listed in
Table 2, were also included in the closure model. A reaction-r in the kinetic model can be expressed
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symbolically in the form:
N N
S M= UM, (13)
s=1 s=1

where v/, and v/, are the stoichiometric coefficients for the reactants and products and M is the chemical
symbol for species-s. Using the law of mass action,* the rate of production of species-s can be expressed as:

N
ws = Z(l/;./s — vk H ny"t (14)
t=1

T

where k, is the reaction-rate constant.

The form for the inelastic momentum source terms was Al = myw,v, for all species, and the energy
source term for the ions was M! = m,w,E,. A more complex energy exchange term was necessary for the
electrons:

MéI = msws&; - Z RTAHT‘S (15)

Here R, =k, Hivzl nlslis is the rate of progress of reaction-r and AH,., is the corresponding energy loss for
species-s. The energy loss includes the cost of heating the electrons to the average electron temperature,
and is given for each reaction in Table 3.

For a plasma in a uniform electric field, as considered in the Boltzmann solutions used to establish the
rates of the electron impact reactions, overall energy conservation reduces to balance between the work done
by the electric field and the energy exchange in collisions. This balance was checked for consistency for both
the electron (3) and total (7) energy equations, and an error of no more than a few percent was observed
over a range of electron temperatures up to 100 eV.

For the flux terms, it was assumed that the viscous term had a Newtonian form, with Stokes hypothesis
applied, and that the heat flux followed Fourier’s law:

2
%:Mm(vauvwﬁ—gvvg (16)
Qs = *ksVTis (17)

where 1,5 is the viscosity and kg is the thermal conductivity for species-s.

D. Transport Properties

The viscosity and thermal conductivity of the neutrals were found from standard correlations for air.** The

ion-neutral collision rate was determined as follows:*°

VS/N = Us\/SkBTS + ‘Vs - Vn‘Q (18)

TMs

where o is an effective collision cross-section and NV is the overall number density. The collision cross-sections

used for each species are given in Table 1; the values were determined from mobility and diffusion coefficient

data in the literature.#>>! As discussed previously, the collision rate for the electrons was determined from

a point Boltzmann solution as a function of electron temperature v./N = f(T.), and is shown in Fig. 1.
The relationship between the collision rate and the transport coefficients is as follows:

kpTs
D, = -5~ (19)
MgV
2
s = gnsmst (20)
ky = ngnst (21)

The forms for the viscosity and thermal conductivity correspond to a Lewis number of unity and a Prandtl
number of 2/3. Note that the viscosity and thermal conductivity coefficients are proportional to number
density. These transport properties are small for the low charged particle number densities in the cathode
sheath, but become significant near the sheath edge.
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III. Numerical Implementation

This section describes the numerical algorithm and boundary conditions. In short, an implicit, second-
order upwind scheme was employed, along with standard boundary conditions for the dielectric surfaces.

A. Numerical Methods

The calculations were carried out using the Air Force Research Laboratory computer code HOPS (Higher
Order Plasma Solver), which includes several physical models and numerical schemes.?* %2 Here, the physical
model consisting of (1)-(7) and (10) was solved using an implicit, second-order, upwind formulation. The
equations were solved in a nondimensional form that has been described in previous papers.®?

Time integration of the conservation equations (1)-(7) was carried out using a second-order implicit
scheme, based on a three-point backward difference of the time terms. The formulation is similar to the
standard technique of Beam and Warming,®* but is adapted here to a multi-fluid formulation with different
models for particle motion. The solution was time accurate, with all equations advanced with the same time
step.

Approximate factoring and quasi-Newton subiterations were employed. The implicit terms were linearized
in the standard ‘thin layer’ manner. The implicit terms were evaluated with second-order spatial accuracy,
yielding a block tridiagonal system of equations for each factor. The species were loosely coupled, limiting
the rank of the flux Jacobian matrices to the order of the moment model (one for the diffusion equation
formulation, five for the charged particles and overall conservation equations). The resulting equations were
solved using a standard block tridiagonal solver, and the change in the solution vector of conserved variables
was driven to zero by the subiteration procedure at each time step. Three applications of the flow solver per
time-step were employed for the present work.

For the charged particles and the bulk gas, the Roe scheme was employed for the inviscid fluxes. For
the diffusion model, a simple upwinding scheme was employed, based on the convection velocity. In both
formulations, stability was enforced using the minmod limiter in the MUSCL formalism.®

The Poisson equation (10) was solved at the end of each subiteration in the implicit time-marching
scheme. (This procedure yields a stable time step that is comparable to that obtained using methods based
on the linearization of the right-hand-side of the Poisson equation.’®) The numerical scheme was adapted
from the approach described by Holst.® The formulation of the implicit scheme was analogous to that
used for the conservation equations, with linearization of the implicit terms, approximate factoring, and an
iterative procedure that drives the change in the solution to zero. The spatial derivatives were evaluated
using second-order central differences, and the system was solved using a standard tridiagonal algorithm.

55-57

B. Boundary Conditions

A one-dimensional computational domain was employed to represent a double dielectric barrier discharge
(Fig. 3). All the boundary conditions were enforced to second-order numerical accuracy. No-slip boundary
conditions with a constant temperature wall were employed for the bulk gas. A zero wall-normal derivative
was imposed for the neutral species.

Standard boundary conditions were employed for the charged particles. First, provisional conditions at
the wall were determined by setting the normal derivative to zero. Then, if the ion flow was away from the
boundary, the ion flux was set to zero and the ion temperature was set to the wall temperature. For electron
flow from the wall into the domain, the normal component of the electron velocity was set to that required to
satisfy secondary emission, and the electron temperature was set to a specified emission temperature (here,
1eV).

Simplified boundary conditions were employed to model a thin dielectric electrode coating.*® The dielec-
tric layer was assumed to be sufficiently thin to be approximated a linear potential profile (uniform electric
field E4). The electric field inside the dielectric was related to the electric field E at the surface through the
relation egE — €,.¢gE4 = on, where o is the surface charge density and n is the unit normal vector pointing
into the computational domain. The surface charge was determined by integrating do /9t = —j - n for each
surface point,®! using a time-marching scheme analogous to that of the main governing equations.
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C. Two-Stage Formulation

For computational efficiency, the calculations were carried out in two stages. The first stage encompassed
the first 400 ns of the discharge. For this stage, the full physical model discussed above was employed.
Since electromagnetic effects and charged particle motion become negligible after the input pulse dies away
(after about 24 ns), in the second stage of the computations (0.4 us to 100.4 us), the electric field was set
to zero and neutrality was enforced by appropriately setting the electron number density. This two-stage
approach resulted in a substantial savings in computational cost, and tests comparing this approach to the
full formulation showed a negligible difference.

IV. Results

Calculations were carried out for a one-dimensional discharge under conditions representative of the stag-
nation region of a Mach 5 cylinder flow experiment described in a previous publication.?? The corresponding
stagnation conditions were 4.74 kPa (36 Torr) and 310.3 K; for each case in the calculations discussed below,
the initial, uniform state of the neutral gas was set to these values.

The configuration considered here is illustrated in Fig. 3. The problem is one-dimensional. In the
simulations, the right electrode was grounded, and the left electrode was powered with the input signal
Vs = —Vyexp [—(t —t9)?/ 72]. For the present calculations, the input signal parameters were V) = 5 kV to
27 kV, 7 =3 ns, and tg = 12 ns.

Both electrodes were assumed to be covered with a d = 1 mm thick dielectric coating, with a relative
dielectric constant of €, = 3.8, chosen to be representative of fused quartz. The discharge gap (distance
between the dielectric surfaces) was taken to be L = 2 mm. The secondary emission coefficient was Ysem =
0.05.

The initial mole fraction of the electrons and each of the neutral minor species was taken to be 1 x 10719,
The number densities of the vibrational states of Ny were set to an equilibrium distribution for the initial
temperature. The mole fraction for each ion species was equal, and set so that the space charge was zero.
The initial electric field was zero. The ion, electron, and neutral temperatures were set to 310.3 K, and all
velocities were set to zero.

For the calculations presented here, a uniform grid of 1001 points across the gap was employed (Axz =
2 pm). Grid resolution studies presented in a previous paper?? indicate that this level of grid resolution is
sufficient for this problem.

The time step for the Stage 1 calculations (see Sec. III.C) was taken to be 0.5 ps for the 5 kV case.
The minimum chemical kinetic time scale and dielectric relaxation time scale were both about 20 ps, and
the minimum electron diffusion time scale was about 2.5 ps, so the time-evolution of the discharge was
well-resolved in the calculations. The corresponding time step for the 10 kV and 20 kV cases was 0.25 ps,
and for the 27 kV case it was 0.125 ps. For the Stage 2 calculations, the time step was taken to be 0.5 ns
for all cases.

A. Baseline Case

A baseline case with Vy = 5 kV was studied first. The general structure of the discharge is shown in figures 4-
5, which show profiles of number density, potential, velocity, and temperature at times corresponding to the
peak in the input voltage (12 ns, Fig. 4) and the effective end of the input signal (24 ns, Fig. 5). The cathode
sheath is evident at the left in the figures as a region largely free of charged particles. There is a relatively
large electric field in the sheath, resulting from the region of space charge at the sheath edge (z/L =~ 0.3).

Note that the electron velocity and temperature at the left boundary are set by secondary emission. At
the peak of the input signal (12 ns), ion velocities reach ~ 10® m/s in the sheath, and electron velocities
~10% m/s. Corresponding temperatures reach ~ 1 eV for the ions and 50 eV for the electrons. Although
these values are quite high, the charged particle density is extremely low in the left sheath, and there is
essentially no conduction current or energy storage there. Despite the high dimensional velocities, it should
be noted that the maximum electron Mach number is about 0.7, and the maximum ion Mach number lies
in the range of 1.0-1.6.

As the input signal dies away, the discharge enters a dual-cathode regime,* as seen in Fig. 5 at 24 ns. At
both boundaries, ions travel toward the wall, and electrons away. At this stage, the space charge in the left
sheath has decayed significantly, but the right sheath is quite prominent.

4
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Note the qualitative differences between the left and right sheaths. The left sheath is formed during the
input voltage rise by way of an ionization wave propagating into a very weakly pre-ionized plasma. The right
sheath forms during the voltage fall, in a region with significant existing ionization. Its characteristics are
similar to those of sheaths at a negative electrode in a DC or RF discharge. In particular, there is significant
ion current in the right sheath, in contrast to the absence of conduction current in the left sheath.

B. Acoustic Waves

The interaction between the discharge and the bulk gas flow occurs through the source terms in Egs. (6)-(7).
Terms of interest include the body force (E, the rate of work done by the body force (E-w, and the total
electromagnetic power E-j. Maximum values of these terms occur near the edge of the left sheath at the peak
of the input waveform, and near the edge of the right sheath as the input waveform decays. The body force
is always directed toward the electrodes, and tends to be stronger for the left sheath. For the V) = 5 kV
input amplitude, the order of magnitude of the terms was as follows: peak body force 10° N/m?, rate of
work done by body force 10* W/m3, and total electromagnetic power 10'° W/m3. The corresponding values
for Vy = 27 kV were: peak body force 107 N/m?, rate of work done by body force 107 W/m?, and total
electromagnetic power 10'1 W/m3. (These large values exist only for time scales on the order of the width
of the input waveform, and for spatial scales on the order of the discharge volume.) Since the total power is
four to six orders of magnitude larger than the rate of work done, acoustic waves that appear in the discharge
must primarily be a result of thermal energy release.

The formation of acoustic waves from the heat release is illustrated in Fig. 6, which shows temperature
and velocity profiles at several times for the 5 kV and 27 kV cases. In both cases, heating at the cathode
sheath edge (z/L ~ 0.3) generates waves that propagate away from that location. Similarly, heating near
the right boundary creates a wave that travels into the domain.

Focusing on the vicinity of the left sheath edge at 0.4 us for the 5 kV case (red curve in Fig. 6b), we note
an asymmetry in the waveform that is probably a result of the left-directed body force. The velocity of the
left-running wave is about 60% higher than the that of the right-running wave. The corresponding difference
for the 27 kV case (red curve in Fig. 6d) is about 40%. Nonetheless, the body force has a relatively small
influence on the formation of the acoustic waves.

The results are qualitatively similar for all the cases examined here, with the wave amplitude and speed
increasing with the amplitude of the input signal. The wave speeds are nearly sonic for all cases; the Mach
number does not exceed 1.08. (The sound speed is 353 m/s for air at 310.3 K, and the wave speeds lie in
the range of 350-380 m/s.) At later stages in the computations (not shown), the waves reflect from the solid
boundaries, producing complex wave patterns.

These computational results are consistent with the waves emanating from the cathode and anode in a
pulsed CO; laser observed by Pugh et al.!® using interferometry. Those authors noted both generation of
waves by discharge heating and reflection of the resulting waves from solid boundaries. The configuration in
the Mach 5 cylinder flow experiments?? was somewhat more complicated, but similar results were obtained.
A weak shock formed near the edge of the exposed electrode and propagated into the shock layer flow.
The results of the present calculations are qualitatively consistent with those of both experimental studies.
Further, wave speeds extracted from the computational results shown in Fig. 6d lie in the range of 350-
380 m/s, in general agreement with the value of 375 m/s measured in the Mach 5 cylinder flow experiments.

V. Summary and Conclusions

Numerical calculations were carried out to examine the physics of the operation of a nanosecond-pulse,
dielectric barrier discharge in a configuration with planar symmetry. This simplified configuration was chosen
as a vehicle to develop a physics-based nanosecond discharge model, including realistic air plasma chemistry
and compressible bulk gas flow. Discharge parameters (temperature, pressure, and input waveform) were
selected to be representative of recent experiments on bow shock control with a nanosecond discharge in a
Mach 5 cylinder flow.

The computational results qualitatively reproduce many of the features observed in the experiments,
including the rapid thermalization of the input electrical energy and the consequent formation of weak shock
waves. Despite the simplifications employed in the calculations, the computed translational temperature
rise (40 K) and nitrogen vibrational temperature rise (370 K) were of the same order of magnitude as those
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measured experimentally (50 K and 500 K, respectively). The results illustrate how input electrical energy
is rapidly transformed (over roughly 1 ns) at breakdown into ionization products, dissociation products, and
electronically excited particles, and how thermalization occurs over a relatively longer time-scale (roughly
10 wps). The quenching of electronically excited states and electron-ion recombination make roughly equal
contributions to the thermalization of stored chemical energy.

This work represents a first step towards detailed modeling of the nanosecond-pulse dielectric barrier
discharge actuator. This type of actuator shows promise for high-speed flow control, and accurate numerical
modeling will contribute the optimization of these devices. In ongoing work, we are extending the model
to multiple dimensions, which should allow a more realistic representation of the electric field and better
quantitative comparison with experiment.

Acknowledgments

This project was sponsored in part by the Air Force Office of Scientific Research (monitored by F.
Fahroo, AFOSR/RSL), and by a grant of High Performance Computing time from the Air Force Research
Laboratory Major Shared Resource Center. Work at The Ohio State University was funded in part by
the Chief Scientist Innovative Research Fund (CSIRF) of the Air Force Research Laboratory Air Vehicles
Directorate (AFRL/RB). The authors would like to thank M. N. Shneider for helpful discussions. Cleared
for public release, distribution unlimited (88ABW-2012-6103).

References

!Lieberman, M. A. and Lichtenberg, A. J., Principles of Plasma Discharges and Materials Processing, J. Wiley, New
York, 1994.

2Vasilyak, L. M., Kostyuchenko, S. V., Kudryavtsev, N. N., and Filyugin, I. V., “Fast Ionisation Waves under Electrical
Breakdown Conditions,” Physics-Uspekhi, Vol. 37, No. 4, 1994, pp. 247-269.

3Fridman, A. and Kennedy, L. A., Plasma Physics and Engineering, Taylor and Francis, New York, 2004.
4Macheret, S. O., Shneider, M. N., and Miles, R. B., “Modeling of Air Plasma Generation by Repetitive High-Voltage
Nanosecond Pulses,” IEEE Transactions on Plasma Science, Vol. 30, No. 3, 2002, pp. 1301-1314.

50paits, D. F., Likhanskii, A. V., Neretti, G., Zaidi, S., Shneider, M. N., Miles, R. B., and Macheret, S. O., “Experimental
Investigation of Dielectric Barrier Discharge Plasma Actuators Driven by Repetitive High-Voltage Nanosecond Pulses with DC
or Low Frequency Sinusoidal Bias,” Journal of Applied Physics, Vol. 104, 2008, pp. 043304.

6Roupassov, D. V., Nikipelov, A. A., Nudnova, M. M., and Starikovskii, A. Y., “Flow Separation Control by Plasma
Actuator with Nanosecond Pulsed-Periodic Discharge,” AIAA Journal, Vol. 47, No. 1, 2009, pp. 168-185.

7(Udagawa), K. T., Zuzeek, Y., Lempert, W. R., and Adamovich, I. V., “Characterization of a Surface Dielectric Bar-
rier Discharge Plasma Sustained by Repetitive Nanosecond Pulses,” Plasma Sources Science and Technology, Vol. 20, 2011,
pp. 055009.

8Little, J., Takashima, K., Nishihara, M., Adamovich, I., and Samimy, M., “Separation Control with Nanosecond-Pulse-
Driven Dielectric Barrier Discharge Plasma Actuators,” AIAA Journal, Vol. 50, No. 2, 2012, pp. 350-365.

9Murray, R. C., Zaidi, S. H., Carraro, M. R., Vasilyak, L. M., Macheret, S. O., Shneider, M. N., and Miles, R. B.,
“Magnetohydrodynamic Power Generation Using Externally Ionized, Cold, Supersonic Air as Working Fluid,” AIAA Journal,
Vol. 44, No. 1, 2006, pp. 119-127.

10 Adamovich, I. V., Lempert, W. R., Nishihara, M., Rich, J. W., and Utkin, Y. G., “Repetitively Pulsed Nonequilibrium
Plasmas for Magnetohydrodynamic Flow Control and Plasma-Assisted Combustion,” Journal of Propulsion and Power, Vol. 24,
No. 6, 2008, pp. 1198-1215.

HPancheshnyi, S. V., Lacoste, D. A., Bourdon, A., and Laux, C. O., “Ignition of Propane-Air Mixtures by a Repetitively
Pulsed Nanosecond Discharge,” IEEE Transactions on Plasma Science, Vol. 34, No. 6, 2006, pp. 2478-2487.

12Sun, W., Uddi, M., Won, S. H., Ombrello, T., Carter, C., and Ju, Y., “Kinetic Effects of Non-Equilibrium Plasma-Assisted
Methane Oxidation on Diffusion Flame Extinction Limits,” Combustion and Flame, Vol. 159, 2012, pp. 221-229.

3Pugh, E. R., Wallace, J., Jacob, J. H., Northam, D. B., and Daugherty, J. D., “Optical Quality of Pulsed Electron-Beam
Sustained Lasers,” Applied Optics, Vol. 13, No. 11, 1974, pp. 2512-2517.

1 Aleksandrov, V. V., Koterov, V. N., Pustovalov, V. V., Soroka, A. M., and Suchkov, A. F., “Space-Time Evolution of the
Cathode Layer in Electron-Beam-Controlled Lasers,” Soviet Journal of Quantum Electronics, Vol. 8, No. 1, 1978, pp. 59-63.

5Popov, N. A., “Investigation of the Mechanism for Rapid Heating of Nitrogen and Air in Gas Discharges,” Plasma Physics
Reports, Vol. 27, No. 10, 2001, pp. 886-896.

16Flitti, A. and Pancheshnyi, S., “Gas Heating in Fast Pulsed Discharges in N2-Oo Mixtures,” The European Physical
Journal: Applied Physics, Vol. 45, 2009, pp. 21001.

17 Aleksandrov, N. L., Kindysheva, S. V., Nudnova, M. N., and Starikovskiy, A. Y., “Mechansim of Ultra-Fast Heating
in a Non-Equilibrium Weakly Ionized Air Discharge Plasma in High Electric Fields,” Journal of Physics D: Applied Physics,
Vol. 43, 2010, pp. 255201.

8Popov, N., “Fast Gas Heating in a Nitrogen-Oxygen Discharge Plasma: I. Kinetic Mechanism,” Journal of Physics D:
Applied Physics, Vol. 44, 2011, pp. 285201.

Approved for public release; distribution unlimited.
9 of 16

American Institute of Aeronautics and Astronautics

25



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2013-458

19Unfer, T. and Boeuf, J. P., “Modelling of a Nanosecond Surface Discharge Actuator,” Journal of Physics D: Applied
Physics, Vol. 42, 2009, pp. 194017.

2ONishihara, M., Takashima, K., Rich, J. W., and Adamovich, I. V., “Mach 5 Bow Shock Control by a Nanosecond Pulse
Surface Dielectric Barrier Discharge,” Physics of Fluids, Vol. 23, 2011, pp. 066101.

21Kirpichnikov, A. A. and Starikovskii, A. Y., “Nanosecond Pulse Discharge — Always Uniform?” IEEE Transactions on
Plasma Science, Vol. 36, No. 4, 2008, pp. 898-899.

22poggie, J., Bisek, N. J., Adamovich, I. V., and Nishihara, M., “Numerical Simulation of Nanosecond-Pulse Electrical
Discharges,” ATAA Paper 2012-1025, American Institute of Aeronautics and Astronautics, Reston, VA, January 2012.

23Likhanskii, A. V., Shneider, M. N., Macheret, S. O., and Miles, R. B., “Modeling of Dielectric Barrier Discharge Plasma
Actuators Driven by Nanosecond Pulses,” Physics of Plasmas, Vol. 14, 2007, pp. 073501.

24Breden, D. and Raja, L. L., “Gas Heating Effects in a Nanosecond-Pulse Streamer Discharge Interacting with a Supersonic
Oo—H2 Flow,” IEEE Transactions on Plasma Science, Vol. 39, No. 11, 2011, pp. 2250-2251.

25Che, X., Shao, T., Nie, W., and Yan, P., “Numerical Simulation on a Nanosecond-Pulse Surface Dielectric Barrier
Discharge Actuator in Near Space,” Journal of Physics D: Applied Physics, Vol. 45, 2012, pp. 145201.

26Wang, C.-C., “Energy and Force Prediction for a Nanosecond Pulsed Dielectric Barrier Discharge Actuator,” Journal of
Applied Physics, Vol. 111, No. 10, 2012, pp. 103302.

27Uddi, M., Jiang, N., Adamovich, I. V., and Lempert, W. R., “Nitric Oxide Density Measurements in Air and Air/Fuel
Nanosecond Pulse Discharges by Laser Induced Fluorescence,” Journal of Physics D: Applied Physics, Vol. 42, 2009, pp. 075205.

28Kossyi, I. A., Kostinsky, A. Y., Matveyev, A. A., and Silakov, V. P., “Kinetic Scheme of the Nonequilibrium Discharge
in Nitrogen-Oxygen Mixtures,” Plasma Sources Science and Technology, Vol. 1, 1992, pp. 207—220.

29McNeal, R. J., Jr., M. E. W., and Cook, G. R., “Quenching of Vibrationally Excited No by Atomic Oxygen,” Chemical
Physics Letters, Vol. 16, No. 3, 1972, pp. 507-510.

30Huxley, L. G. H. and Crompton, R. W., The Diffusion and Drift of Electrons in Gases, Wiley, New York, 1974.

31Ttikawa, Y., Hayashi, M., Ichimura, A., Onda, K., Sakimoto, K., Takayanagi, K., Nakamura, M., Nishimura, M., and
Takayanagi, T., “Cross Sections for Collisions of Electrons and Photons with Nitrogen Molecules,” Journal of Physical and
Chemical Reference Data, Vol. 16, 1986, pp. 985-1010.

32Itikawa, Y., Ichimura, A., Onda, K., Sakimoto, K., Takayanagi, K., Hatano, Y., Hayashi, M., Nishimura, H., and
Tsurubichi, S., “Cross Sections for Collisions of Electrons and Photons with Oxygen Molecules,” Journal of Physical and
Chemical Reference Data, Vol. 18, 1989, pp. 23-42.

33Haydon, S. C. and Williams, O. M., “Combined Spatial and Temporal Studies of Ionization Growth in Nitrogen,” Journal
of Physics D: Applied Physics, Vol. 9, 1976, pp. 523-536.

34Chanrion, O. and Neubert, T., “A PIC-MCC Code for Simulation of Streamer Propagation in Air,” Journal of Compu-
tational Physics, Vol. 227, 2008, pp. 7222-7245.

35Meyyappan, M. and Kreskovsky, J. P., “Glow Discharge Simulation Through Solutions to the Moments of the Boltzmann
Transport Equation,” Journal of Applied Physics, Vol. 68, No. 4, 1990, pp. 1506-1512.

36Wilcoxson, M. H. and Manousiouthakis, V. I., “Simulation of a Three-Moment Fluid Model of a Two-Dimensional Radio
Frequency Discharge,” Chemical Engineering Science, Vol. 51, No. 7, 1996, pp. 1089-1106.

37Chen, G. and Raja, L. L., “Fluid Modeling of Electron Heating in Low-Pressure, High-Frequency Capacitively Coupled
Plasma Discharges,” Journal of Applied Physics, Vol. 96, No. 11, 2004, pp. 6073-6081.

38 Adamovich, 1. V. and Rich, J. W., “Emission and Shock Visualization in Nonequilibrium Nitrogen Afterglow Plasma,”
Journal of Applied Physics, Vol. 102, 2007, pp. 083303.

39Hakim, A. and Shumlak, U., “Two-Fluid Physics and Field-Reversed Configurations,” Physics of Plasmas, Vol. 14, 2007,
pp. 055911.

40poggie, J., Adamovich, I., Bisek, N., and Nishihara, M., “Numerical Simulation of Nanosecond-Pulse Electrical Dis-
charges,” Plasma Sources Science and Technology, Vol. 22, 2012, pp. 015001.

1 Burgers, J. M., Flow Equations for Composite Gases, Academic Press, New York, 1969.

42@Golant, V. E., Zhilinsky, A. P., and Sakharov, I. E., Fundamentals of Plasma Physics, J. Wiley, New York, 1980, Trans.
K. Z. Vedeneyeva and V. F. Agranat.

43Williams, F. A., Combustion Theory, Addison-Wesley, Menlo Park CA, 4th ed., 1988.

44 White, F. M., Viscous Fluid Flow, McGraw-Hill, New York, 2nd ed., 1991.

45Mahadevan, S. and Raja, L., “Simulations of Direct-Current Air Glow Discharges at Pressures ~ 1 Torr: Discharge
Model Validation,” Journal of Applied Physics, Vol. 107, 2010, pp. 093304.

46Chen, N. H. and Othmer, D. F., “New Generalized Equation for Gas Diffusion Coefficient,” Journal of Chemical and
Engineering Data, Vol. 7, No. 1, 1962, pp. 37-41.

47Viehland, L. A. and Mason, E. A., “Transport Properties of Gaseous Ions over a Wide Energy Range, IV,” Atomic Data
and Nuclear Data Tables, Vol. 60, 1995, pp. 37-95.

48Nelson, D., Benhenni, M., Eichwald, O., and Yousfi, M., “Ion Swarm Data for Electrical Discharge Modeling in Air and
Flue Gas Mixtures,” Journal of Applied Physics, Vol. 94, No. 1, 2003, pp. 96-103.

49Deconinck, T., Mahadevan, S., and Raja, L. L., “Simulation of Direct-Current Surface Plasma Discharge Phenomena in
High-Speed Flow Actuation,” IEEE Transactions on Plasma Science, Vol. 35, No. 5, 2007, pp. 1301-1311.

50Tvanov, A. V., Takhtenberg, S., Bertram, A. K., Gershenzon, Y. M., and Molina, M. J., “OH, HO2, and Ozone Gaseous
Diffusion Coefficients,” Journal of Physical Chemistry A, Vol. 111, 2007, pp. 1632-1637.

51Breden, D. and Raja, L. L., “Simulations of Nanosecond Pulsed Plasmas in Supersonic Flow,” AIAA Paper 2009-3594,
American Institute of Aeronautics and Astronautics, Reston, VA, June 2009.

52poggie, J., “Numerical Simulation of Direct Current Glow Discharges for High-Speed Flow Control,” Journal of Propulsion
and Power, Vol. 24, No. 5, 2008, pp. 916-922.

Approved for public release; distribution unlimited.
10 of 16

American Institute of Aeronautics and Astronautics

26



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2013-458

53Poggie, J., “High-Order Numerical Methods for Electrical Discharge Modeling,” AIAA Paper 2010-4632, American In-
stitute of Aeronautics and Astronautics, Reston VA, 2011.

54Beam, R. and Warming, R., “An Implicit Factored Scheme for the Compressible Navier-Stokes Equations,” AIAA
Journal, Vol. 16, No. 4, 1978, pp. 393-402.

55Morrison, J., “Flux Difference Split Scheme for Turbulent Transport Equations,” AIAA Paper 90-5251, American Institute
of Aeronautics and Astronautics, Reston, VA, October 1990.

56Walters, R. W., Cinnella, P., Slack, D. C., and Halt, D., “Characteristic-Based Algorithms for Flows in Thermo-Chemical
Nonequilibrium,” ATAA Paper 90-0393, American Institute of Aeronautics and Astronautics, Reston, VA, January 1990.

57Gaitonde, D. and Shang, J. S., “Accuracy of Flux-Split Algorithms in High-Speed Viscous Flows,” AIAA Journal, Vol. 31,
No. 7, 1993, pp. 1215-1221.

58 Anderson, W. K., Thomas, J. L., and van Leer, B., “A Comparison of Finite Volume Flux Vector Splittings for the Euler
Equations,” ATAA Paper 85-0122, American Institute of Aeronautics and Astronautics, Reston, VA, January 1985.

59Ventzek, P. L. G., Hoekstra, R. J., and Kushner, M. J., “T'wo-Dimensional Modeling of High Plasma Density Inductively
Coupled Sources for Materials Processing,” Journal of Vacuum Science and Technology B, Vol. 12, No. 1, 1994, pp. 461-477.

60Holst, T. L., “Transonic Flow Computations Using Nonlinear Potential Methods,” Progress in Aerospace Sciences,
Vol. 36, 2000, pp. 1-61.

6190loviev, V. R. and Krivtsov, V. M., “Surface Barrier Discharge Modelling for Aerodynamic Applications,” Journal of
Physics D: Applied Physics, Vol. 42, 2009, pp. 125208.

No. Species H?O Os
(eV/particle) (1072 m?)

1 Ns 0 41
2 O 0 39
3 0 2.58 32
4 0Oy 1.48 45
5 NO 0.94 31
6 N 4.90 38
7 0O('D) 4.55 32
8 Ny(A’Y) 6.17 41
9 Ny(B®M) 7.35 41
10 N2(a''%) 8.40 41
11 No(C?m) 11.03 41
12 e 0 -
13 Nj 16.37 148
14 OF 16.26 80
15 Of 12.69 115
16 Na(v=1) 0.29 41
17 Na(v=2) 0.57 41
18 Na(v=3) 0.86 41
19 Na(v=4) 1.14 41
20 Na(v=25) 1.41 41
21 Na(v=6) 1.68 41
22 No(v="7) 1.95 41
23 Na(v=238) 2.21 41

Table 1. Species included in kinetic model. Heat of formation referenced to 300 K.
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Table 2.

No. Reaction Rate

1 Ng—l—e*—)N;—i—e*—&—e* Fig. 1a

2 Oz—l—ef—)O;‘—i—e*—&—e* Fig. 1a

3 Oy4+e 20+0"+e +e” Fig. 1a

4 Ng+e  — No(A®%) + e Fig. 1a

5 Na 4 e  — No(B*M) + e Fig. 1a

6 Nz +e” — No(CM) + e Fig. la

7 Nz+e — Np(a'%) +e” Fig. la

8 No+e — N+ N-+e Fig. 1a

9 O2+4+e -0+0+e¢e Fig. la
10 Oz +e = 0O+ 0('D) +e” Fig. 1la

11 N+ 02 - NO+ O k=1.1x10"" Texp(—3150./T)
12 N+NO—=N>;+O k=11x10""7°5
13 O+ 03— 02 + O, k=2.0 x 107" exp(—2300./T)
14 O+ 0O+ N2— 02+ N» k=28 x 10** exp(720./T)
15 O+ 0+ 02— 02+ 02 k=25x10"3 77063
16 O+ 02+ N2 — O3 + N» k=56x10"2 720
17 O+ 02 + Oz = O3 + Oq k=86x10"3 7712
18 N(A’Y) 4+ 02 - Na+ 0+ 0 k=17x10""?

19 N2(A%%) + Oz — Na + Oo kE=75x10"13
20 N2(A®%) + O — Ny + O(*D) k=3.0x10"""
21 N2(A®%) + No(A%%) — Np + No(B®*I)  k=7.7x 107"
22 N2(A®%) + No(A%Y) — Ny + No(C3*M)  k=1.6x 1071°
23 N2(B®TI) 4+ Ny — N2(A®Y) + N, k=3.0x10"""
24 Ny(B*TI) — No(A%%) + hv k=15 x10°
25 No(B?II) + O -+ N + O + O k=3.0x10""°
26 Na(a'¥) 4+ Ny — No + N» k=120x10""3
27 Na(a'¥) + 02 — No + O + O(*D) k=28x 107"
28 N2 (C*TI) + Ny — No(B*TI) + No k=1.0x10"""
29 No(C?II) — No(B*M) + hv k=3.0x107
30 No(C?T) + Oz — N2(A®*%) + O 4+ O k=3.0x10"1°
31 O('D) + Nz — O + Ny k=26x10""
32 O('D) 4+ 02 = O + O2 k=4.0x10""
33 0"+ 0:—0f +0 k=20x10""
34 N + Oy — Np + OF k=6.0x10""
35 Nj +e¢ = N+N kE=83x10"¢719°
36 O +e- =040 k=6.0x10"° 71,0
37 Nf +e +e —Ng+e E=14x10"814°
38 O +e +e = 024e k=14x10"8T1%°
39 OT+e +e - 0+e” E=14x10"8174°
40 Ny +e +M—= N+ M k=31x10"2T;'%
41 Of +e +M =02+ M E=31x10"271 15
42 Ot +e  +M—-0+M E=31x10"211°

43-50 Nz(v=0) 4+ e~ — No(v=1-8) + e~ Fig. 1b

Reaction mechanism. Units consistent with number densities in cm~3, and temperatures in K,

one-body rates in s~!, two-body rates in cm?/s, and three-body rates in cm%/s.
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No. Reaction AH/e (V)
1 No+e —=Nf+e +e 16.37 + 3kpT./(2¢)
2 Os+e —Of +e +e 12.69 4 3kpT./(2e)
3 O2+e - O0+0M+e +e 18.84 4 3kpT./(2e)
4 Ny+e — Ny(A®S) + e 6.17
5 Na+e — Na(B3I) + e” 7.35
6 Na+ e — No(CPM) + e~ 11.03
7T Note —Np(@'¥) +e” 8.40
8 No+e =N+ N-+e™ 9.80
9 O24+e - 0+4+0+e" 5.17

10 O2+e = O+ O0(D) +e 7.14
43 Np(v=0)+e = Na(v=1)+e 0.29
44 Np(v=0)+e” = No(v=2)+e 0.57
45 Np(v=0)+e — Na(v=3)+e 0.86
46 Np(v=0)+e — Na(v=4)+e 1.14
47 Np(v=0)+e” = Na(v=5)+e 1.41
48 Na(v=0)+e — Na(v=06) +e 1.68
49 Na(v=0)+e = No(v="7) +e 1.95
50 Na(v=0)+e — Na(v=2_8)+e 2.21

Table 3. Energy lost by electrons in inelastic collisions.
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Introduction

Dielectric barrier discharge plasma (DBD) actuators have demonstrated high potential for active flow control for
both subsonic and supersonic applications [1-5]. However, both experimental and numerical studies showed that the
performance of DBD plasma actuators is rather sensitive to the DBD parameters, such as driving voltage and
position of the actuators on the aerodynamic body. In order to start transition between research and development
efforts to the implementation into the existing platforms, it is important to gain confidence in both experimental and

simulation results for DBD laboratory studies.

The paper presents detailed analysis of the most commonly used physical approach for DBD plasma actuators
simulations — drift-diffusion approximation for plasma dynamics — for physical accuracy, numerical convergence,
and capabilities for high performance simulations. In the first part of the paper, we perform detailed comparison
between numerical study of pulsed DBD plasma actuators using particle-in-cell (PIC) and fluid approach using
Tech-X’s code Vorpal [6]. In the second part of the paper, we present grid resolution study for the fluid plasma
model for DBD simulations in Vorpal. Finally, we present speed-up results for the DBD simulations using fluid

model at modern supercomputing facilities.

Physical and Numerical Models
Overview
In order to perform detailed simulations for the DBD plasma actuators, we have chosen Tech-X commercial
simulation tool Vorpal with specifically developed hybrid modeling capabilities for atmospheric pressure plasma
[7]. Vorpal includes two different approaches for this problem: detailed kinetic PIC (Particle-In-Cell) algorithm and
fluid (drift-diffusion approximation) algorithm. The use of these two approaches, which present two extremes for the
detalization of plasma simulations, allows us both validate the simulations for numerical and physical accuracy,
verify the validity of computationally efficient drift-diffusion approximation and to measure critical parameters for
the variety of surface discharge applications, such as characterization of maximum electric field during the streamer

propagation. Below we present detailed description of the physical and numerical models, used in the simulations.
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PIC model
The first model we used for DBD simulation is PIC approach. The model consisted of three major blocks:
Electrostatic Solver, Particle blocks and Monte-Carlo collision blocks. The Electrostatic Solver computes the
distributions of electric potential and electric field in the entire simulation domain based on the voltages at the
electrodes, boundary conditions and charge species distribution. For the charge species, we are using particle
approach, where we track the motion of so-called macroparticles representing groups of physical particles with same
parameters. Such approach allows us resolving non-Maxwellian EEDFs (electron energy distribution functions). The
motion of macroparticles is defined by two major mechanisms: acceleration in the self-consistently computed
electric field and collisions with neutral gas. Simulations are performed in air, which is represented as a mixture of
molecular nitrogen and molecular oxygen. Background gas is considered as a fluid, and molecular ions and electrons
are considered as charged particles. In the simulation, we included ionization, excitation and elastic collisions, as
well as recombination for both nitrogen and oxygen. In the simulation, we used concept of variable weight particles
with numerical collisions. The idea behind this approach is the following. On one hand, we need to have sufficient
number of particles to accurately resolve discharge. On the other hand, once breakdown starts, number of
macroparticles grows exponentially, leading to significant reduction of computational speed as well as providing us
with excessive resolution. Therefore, it is reasonable to combine macroparticles when the number of macroparticles
in a cell becomes greater than a combination threshold and split particles, when number of macroparticles in a cell
becomes less than a split threshold. The thresholds for particle combining were set to 1 for both nitrogen and oxygen
ions and to 3 for electrons, i.e. we didn’t allow more than 1 microparticle, representing oxygen and nitrogen ions and
more than 3 macroparticles, representing electrons, in a cell. In order to avoid generation of electrons with
excessively large weights, we also set a limit for combining electron macroparticles when weight of macroparticle

reached 300, i.e. particles with weight greater than 300 were excluded from combining procedure.

Fluid Model
The second model, used for the simulations, is standard drift-diffusion approximation for the plasma dynamics.
Unlike PIC model, charged species distributions are represented via continuous fields of densities, fluxes,
temperatures, etc. The dynamics of these fields is resolved by the self-consistent solution of continuity equations for
number densities of the charged species and Poisson Equation for electric fields. All plasma transport parameters
and rate coefficients are determined by local electric field distribution. The model also has an option to either use
artificial background charge number densities or the photoionization model for the description of streamer

propagation. The model is similar to previously developed model for DBD simulations, described in [8].

Simulation Setup
The ultimate goal of this research effort is to compare different physical and numerical models for the description of
ns-pulse driven DBD plasma actuators. In order to achieve this goal, we have chosen identical DBD geometries and

identical applied voltages for all considered models.
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The simulation domain consisted of 2010 by 1005 grid points for electric field and 2000 by 1000 grid points for
particles or charge number density. The grid size was equal to 1x1 micron, leading to the physical domain size equal
to 2x1 mm. Lower (grounded) electrode was 20 microns thick and 1.6mm in length. Upper (exposed) electrode was
20 microns thick and 0.2 mm in length. Electrodes were separated by the 100 micron thick dielectric (¢ = 5.2) with
no horizontal offset. Time step for the simulations was equal to 0.15 picoseconds. We have applied 5kV 4ns
Gaussian pulses to the upper (exposed) electrode and kept lower electrode grounded. The voltage at the exposed

electrode reached its peak 4ns after the start of the simulations. The simulations were performed in atmospheric air.
For the simulations, we have used 4 different models:

Case A — PIC: For the first model, we used kinetic, PIC approach. In order to account for “photoionization”, we
loaded several macroparticles inside simulation domain each time step. It corresponded to an increase of electron

and ion number densities in the slab 100 microns above the dielectric surface by 3.2*10''m™ at every time step.

Case B — Fluid: minimum density: For the second model, we used drift diffusion approximation. In order to account

for photoionization, we kept minimum electron number density in the simulation domain equal to 10'm™.

Case C — Fluid: constant load: For the third case, we used drift-diffusion approximation. In order to account for
pp
photoionization, we loaded additional plasma density at the rate of 3.2*10''m™ at every time step for both electrons

and ions (similar to PIC case).

Case D — Fluid: photoionization: For the forth case, we used drift-diffusion approximation with correctly computed

photoionization.

Simulation Results

Streamer initiation

The first stage of the discharge development is streamer initiation. It occurs when the voltage at the exposed
electrode reaches breakdown threshold, and streamer propagation starts from the edge of the exposed electrode.
Figures 1 and 2 show the distributions of electron number densities and electric potential for the four above
described cases. The detailed description of streamer development, including initial stage, is presented in Ref. 8. For
the compared four cases, one can notice that the initial stage of all streamers propagation is similar. The main
difference is in the time after the start of the simulations for the discharge initiation (2.55ns for case A, 2.85 for case
B, 1.95 for case C and 2.55ns for case D), and consequently, the breakdown voltage. The explanation of this
phenomenon is rather straightforward. As it has been demonstrated In Ref. 8, streamer propagation for the surface
DBBD is defined by the rate of plasma formation ahead of the streamer head. Since in B, C and D cases (fluid plasma
model), we used different sources of “photoionization”, it is predictable that streamer development speeds are
different. It’s also worth comparing case A and case C, when we used similar way of background plasma loading,
but considered kinetic and fluid approaches for plasma generation. One can notice that streamer propagates faster,

when fluid approach is used.
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Streamer propagation

Now, let’s compare streamer development and streamer characteristics for the computed cases. Figures 3-4 show
electron number densities and electric potential distributions for all four cases, when streamer is fully developed, but
still propagates along dielectric. Qualitatively, results look quite similar. The main visual difference is in electron
number density distribution for PIC and fluid simulations: discharge is more “grainy” for the PIC and rather smooth
for fluid model. This effect demonstrates the main qualitative difference between PIC and fluid models for DBD
simulations: kinetic approaches manage to resolve stochastic nature of plasma dynamics in atmospheric pressure
discharges, leading to the resolution of experimentally observed phenomena, such as plasma filament formation. On
the other hand, fluid approaches usually provide smooth solutions and fail to resolve filamentary structures, unless
some numerical tricks are used. However, it’s worth mentioning that the physics of streamer development is the
same in all four cases. Now, let’s compare streamer characteristics. First of all, as we’ve noticed in the previous
subsection, streamer propagation speed is different for all four cases due to the different rates of “photoelectron”
production. Second, we observe that most of plasma parameters, such as plasma thickness (~40-60 microns) plasma
height above dielectric (~30-40 microns), peak electron number density (~5*10*'m™) are close for all four cases.
However, we can notice, that streamer body is slightly closer to the dielectric surface, when the rate of “photo”

plasma production is higher (for example, compare cases B and C).

The performed simulations also allowed us conducting detailed study of the electric field distributions for the
surface DBD development. Figure 5 shows the distribution of horizontal component of the electric field during the
streamer propagation for all four cases. As expected, maximum electric field is at the streamer head, supporting the
streamer propagation. Figure 6 shows 1D cut of the Figure 5 along the dashed line. One can observe electric fields,
supporting streamer propagation, are again close for all four cases, and in a range of 50-70 MV/m. However, the
peak electric field for the kinetic simulation seems to be slightly lower than for fluid simulations. Figure 7 shows a
distribution of vertical component of the electric field during streamer development. Figure 8 shows a 1D cut of the
Figure 7 data along the dashed line. One can notice that there is indeed very strong electric field between streamer
body and the dielectric surface. The explanation of this effect is following. Streamer body has a potential close to the
one of the exposed electrode. Therefore, we can consider our configuration as quasi 1D capacitor with ~100 micron
gap filled by the dielectric with 5.2 relative permittivity and ~30-40 micron air gap. Simple calculations will give us
electric fields ~50-100 MV/m in this gap region, which are similar to the simulated ones. One can also notice that
together with streamer propagation along the surface, there is breakdown between the dielectric surface and streamer
body, i.e. the gap between streamer body and dielectric surface is smaller closer to the edge of the exposed
electrode. However, the speed of this breakdown development is much smaller compared to the speed of the

streamer propagation.

Grid resolution study
Previously [7], we have performed grid resolution study for the PIC model. In this section, we will present results on
grid resolution study for fluid DBD model. In order to perform such study, we set up two simulations on two

different grids: 1x1 microns (fine) and 2x2 microns (coarse). The simulation domain has been described in previous
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section, and results for fine resolution case have been reported above for the case B. For coarse resolution case, we
have chosen the same simulation conditions as in fine resolution case, except for the time step. It has also been

chosen twice the fine resolution time step, i.e. 0.3 ps.

Figures 9-13 show detailed comparison between key DBD parameters. Figure 9 shows comparison between electric
potential distributions during the initiation stage of discharge development. Figure 10 shows the same comparison
when discharge has already propagated along dielectric. Figure 11 shows comparison between electron number
density distributions when plasma has already formed. Finally, Figures 12 and 13 show comparison between
instantaneous distributions of horizontal component of electric field. Note, that Figure 13 shows 1D distribution
along dashed line in Figure 12. Another quantitative characteristic we have compared was time-integrated
momentum transferred between plasma and gas in horizontal direction. The discrepancy was equal to 8% (coarse
grid provided greater result). The described comparison shows good agreement between simulation results on coarse
and fine grids for fluid plasma model. However, one should definitely keep in mind that each comparison has to be
done for particular conditions, since for higher voltage or higher gas pressure cases may need finer resolution for

stability as well.

Speed-up studies
In order to test the potential benefits of performing simulations at supercomputing facilities, we designed and ran
speed-up tests for the DBD simulations using fluid approach. We performed simulations at our in-house cluster. It is
a 32-node, quad core, dual Opteron cluster (§ GB RAM each; totaling 256 cores). This cluster uses Infiniband
interconnects and has a 13 TB high-performance parallel file system. We performed simulations for 34000 time
steps at 1, 2 and 4 nodes (8, 16 and 32 cores correspondingly). For the baseline case, we’ve chosen the simulation
performed at 1 node (8 core). Figure 6 shows the speed-up of 16 and 32 core simulations compared to 8 core case.

We observe almost ideal scaling with increase in number of cores.

Conclusions
The paper has presented detailed comparison between simulation results of pulsed driven DBD plasma actuators
using different numerical and physical models: kinetic Particle-In-Cell approach and fluid approaches with artificial
and accurately computed photoionization. The simulations showed good agreement between kinetic and fluid
approaches for key DBD characteristics, such as streamer thickness, streamer height above dielectric surface,
generated electric fields, etc. The main difference between PIC and fluid simulations is in the electron number
density distribution within a streamer: it is rather grainy for PIC approach and smooth for fluid approach. We
observed that maximum electric fields, generated at the streamer head are ~ 5-7*10” V/m. We also observed a large
region between streamer body and dielectric surface, where vertical component of electric field may reach up to 10°
V/m. Finally, we have reported grid resolution study for fluid plasma model and results on the scaling measurements

for further simulation at supercomputing facilities.
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Figure 1. Electron number density distribution during discharge initiation stage. DBD is driven by SkV, 4ns
positive pulses. Case A — PIC simulation, 2.85ns after start of simulations. Case B - drift-diffusion
approximation with keeping minimum electron number density, 2.85 ns after the start of simulations. Case C
— drift-diffusion approximation with constant plasma loading, 1.95ns after start of simulations. Case D —

drift-diffusion with photoionization, 2.55 ns after start of simulations
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Figure 2. Electric potential distribution during discharge initiation stage. DBD is driven by 5kV, 4ns positive
pulses. Case A — PIC simulation, 2.85 ns after start of simulations. Case B — drift-diffusion approximation
with keeping minimum electron number density, 2.85 ns after the start of simulations. Case C — drift-
diffusion approximation with constant plasma loading, 1.95 ns after start of simulations. Case D — drift-

diffusion with photoionization, 2.55 ns after start of simulations
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Figure 3. Electron number density distribution during discharge propagation stage. DBD is driven by 5kV,
4ns positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case B — drift-diffusion
approximation with keeping minimum electron number density, 3.6 ns after the start of simulations. Case C —
drift-diffusion approximation with constant plasma loading, 2.7 ns after start of simulations. Case D — drift-

diffusion with photoionization, 3.15 ns after start of simulations

Approved for public release; distribution unlimited.

41



Y, m o,V Y, m o,V
0.0010 . 0.0010 150,
0.0008 - 4000. £.0008 4800,

2875. 3450.
0.0006 £.0006

1780, 2100,
£.0004 0.0004

625.0 750.0 | 4
0.0002 —500.0 0.0002 —6C0.0
0.0000 —ress. 0.0000 tese.

0.0000  0.0005  0.0010  ©.0015  Q.0020 0.0000
X, m
Case A

Y, m &,V Y, m b,V
0.0010 4080, 0.0010 5100. [
0.0008 3360. 0.0008 4200,

2640, 3300.
0.0006 0.0006

1920, 2400,
£.0004 0.0004

1200, 1500, | 1
0.0002 480.0 0.0002 600.0

—240.0 =300.0
£.0000 £.0000
00000  0.0005  0.0010  ©.0015  Q.0020 0.0000
X, m X, m
Case C Case D

Figure 4. Electric potential distribution during discharge propagation stage. DBD is driven by 5kV, 4ns
positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case B - drift-diffusion
approximation with keeping minimum electron number density, 3.6 ns after the start of simulations. Case C —

drift-diffusion approximation with constant plasma loading, 2.7 ns after start of simulations. Case D — drift-
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Figure 5. Horizontal component of electric field during discharge propagation stage. DBD is driven by 5kV,
4ns positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case B — drift-diffusion
approximation with keeping minimum electron number density, 3.6 ns after the start of simulations. Case C —

drift-diffusion approximation with constant plasma loading, 2.7 ns after start of simulations. Case D — drift-

diffusion with photoionization, 3.15 ns after start of simulations
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Figure 6. 1D representation of horizontal component of electric field in the cut, shown by dash line in Figure
5. DBD is driven by 5kV, 4ns positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case
B — drift-diffusion approximation with keeping minimum electron number density, 3.6 ns after the start of
simulations. Case C — drift-diffusion approximation with constant plasma loading, 2.7 ns after start of

simulations. Case D — drift-diffusion with photoionization, 3.15 ns after start of simulations
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Figure 7. Vertical component of electric field during discharge propagation stage. DBD is driven by 5kV, 4ns
positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case B — drift-diffusion
approximation with keeping minimum electron number density, 3.6 ns after the start of simulations. Case C —

drift-diffusion approximation with constant plasma loading, 2.7 ns after start of simulations. Case D — drift-
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Figure 8. 1D representation of vertical component of electric field in the cut, shown by dash line in Figure 7.
DBD is driven by 5kV, 4ns positive pulses. Case A — PIC simulation, 3.3 ns after start of simulations. Case B —
drift-diffusion approximation with keeping minimum electron number density, 3.6 ns after the start of
simulations. Case C — drift-diffusion approximation with constant plasma loading, 2.7 ns after start of

simulations. Case D — drift-diffusion with photoionization, 3.15 ns after start of simulations
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Figure 9. Electric potential distribution at discharge ignition (2.9 ns after start of the simulations) using fluid
model for coarse (left) and fine (right) resolutions.
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Figure 10. Electric potential distribution at discharge propagation (3.6 ns after start of the simulations) using
fluid model for coarse (left) and fine (right) resolutions.
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Figure 11. Electron number density distribution at discharge propagation (3.6 ns after start of the

simulations) using fluid model for coarse (left) and fine (right) resolutions.
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Figure 12. Horizontal component of electric field at discharge propagation (3.6 ns after start of the
simulations) using fluid model for coarse (left) and fine (right) resolutions.
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Figure 13. 1D representation of horizontal component of electric field in the cut, shown by dash line in Figure
12, at discharge propagation (3.6 ns after start of the simulations) using fluid model for coarse (left) and fine
(right) resolutions.
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Exploration of Plasma Control for Supersonic
Turbulent Flow over a Compression Ramp

Nicholas J. Bisek,* Donald P. Rizzetta,” and Jonathan Poggiet
Air Force Research Laboratory, Wright-Patterson AFB, OH, 45433-7512, USA

The Navier-Stokes equations are solved using a high-fidelity time-implicit numer-
ical scheme and an implicit large-eddy simulation approach to investigate plasma-
based flow control for supersonic flow over a compression ramp. The configuration
includes a flat-plate region to develop an equilibrium turbulent boundary layer at
Mach 2.25, which is validated against a set of experimental measurements. The
fully turbulent boundary-layer flow interacts with a 24° ramp and produces an un-
steady shock-induced separation. A control strategy to suppress the separation
through a magnetically-driven gliding-arc actuator is explored. The size, strength,
and placement of the actuator are developed based on recent experiments. Three
control scenarios were examined: steady control, pulsing with a 50% duty cycle, and
Joule heating. The results show the control mechanism is very effective at reducing
the mean separation length for all three situations. The case without pulsing and
Joule heating was the most effective, with a reduction in the separation length by
more than 75%. Control was also found to significantly reduce the low-frequency
content of the turbulent kinetic energy spectrum.

Nomenclature

= nondimensional radii of the ellipsoid for the controller model

= skin-friction coefficient, ¢y = (%) g—z
w

= scale parameter for counter-flow trip model
= nondimensional total specific energy

By, B, = nondimensional components of the electric field vector

inviscid vector fluxes

viscous vector fluxes

transformation Jacobian

nondimensional Joule heating value

= reference or characteristic length

nondimensional components of the magnetic body force vector
Mach number

nondimensional static pressure

E
I

h
N
[

nv S
)
Il

Reynolds number, oo #/vq
Ast = nondimensional inner length scale ; As u, /1y,
t = nondimensional time

= nondimensional static temperature

*Research Aerospace Engineer, AFRL/RBAC. Member ATAA.
fSenior Research Aerospace Engineer, AFRL /RBAC. Associate Fellow ATAA.
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U = conserved variable vector

Uy U, W = nondimensional Cartesian velocity components in the z,y, z directions
T,Y, 2 = streamwise, normal, and spanwise directions in nondimensional Cartesian coordinates
y* = nondimensional wall distance, y u, /vy,
~y = specific heat ratio, 1.4 for air
0 = boundary-layer thickness, 0.99 uq
o* = boundary-layer displacement thickness, [;° (1 — /7057500) dy
&n,C = computational coordinates
. . 0  pu pu
0 = boundary-layer momentum thickness, fo T (1 -k uoo) dy
v = kinematic viscosity
p = nondimensional density
Tij = components of the viscous stress tensor
Subscript
c = center of ellipsoid
w = wall
o0 = freestream

I. Introduction

Supersonic turbulent flows are a widely studied field, both experimentally and numerically.
With the rapid increase in supercomputer capabilities over the past two decades, high-fidelity
computational efforts have seen significant growth and improvement as computer modeling is being
used to predict turbulent flows that extend beyond unit-sized problems (in both geometric and
fluid dynamic complexities). Of late, there has been a particular emphasis on turbulent shock
boundary-layer interaction (SBLI), which may result in a region of separated flow under the shock
foot. Unfortunately, the pressure fluctuations within the unsteady separated region can lead to
localized fatigue loading and the premature failure of the structure. In addition, recent work by
Touber and Sandham! indicates that the separation acts as a broadband amplifier. This phenomena
may lead to additional problems for a vehicle with SBLI, since any noise generated upstream of
the separation could be amplified and cause damage or decreased performance to downstream
subsystems.

Due to the extreme environment in which these conditions exist, it can be difficult and costly
to fully study the phenomena in wind-tunnel experiments. In addition, it is complementary to
study this phenomena using computational fluid dynamics, since computational results provide
additional details and a wider understanding of the complex interactions existing in the flow. The
ideal approach would be to simulate the flow using direct numerical simulation (DNS). In DNS; all
length and time scales are fully resolved everywhere in the flow. Unfortunately, for a supersonic
vehicle operating a flight conditions, a DNS of the entire flow is still beyond the reach of current
computational resources. As such, large-eddy simulations (LES), are a popular alternative approach
for investigating these flows. In LES, the computation domain resolves all length and timescales
down to the inertia range and then relies on a subgrid-scale (SGS), model or a filtering procedure
to model the energy cascade to the smaller, under-resolved, scales. The approach is predicated on
the assumption turbulence energy is transferred from large to small scales in a cascade, and that
intercepting the energy flow in the inertial subrange using a filter or a SGS model is equivalent to
resolving the small scales on which energy dissipation occurs. Subsequently, LES has the benefit
of less stringent grid and time scale requirements, while still providing physically-accurate results.
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The LES approach is widely accepted and employed in the turbulence community,? because it
allows the study of a much wider range of problems.!3 19

In addition to localized fatigue loading and the premature structural failure of the vehicle,
separated flow due to SBLI increases the boundary-layer thickness, which decreases the cross-
sectional area of the inviscid core for an internal flow. This behavior is detrimental for inlet and
isolator performance as it decreases the mass flow-rate for air-breathing configurations. As such, the
unfavorable behavior of the separated region of the flow motivates research to better understand the
physical mechanisms driving its behavior, and to identify suitable ways of mitigating or, preferably,
eliminating the region from the flow. Traditionally, boundary-layer bleed has been used to remove
the unfavorable flow, but this requires additional plumbing within the vehicle and power to facilitate
bleed. In addition, bleed is unfavorable for internal flows since a portion of the mass flow-rate is
removed.

The present work explores the interaction of a turbulent boundary-layer due to a compression
corner, as illustrated in Fig. 1. This problem has been studied numerically by several researchers,
including work by Adams,!! Rizzetta et al.,%*® Wu and Pino Martin,'?> Muppidi and Mahesh,'3 and
Priebe and Pino Martin.!%15 All these previous computational studies correspond to a freestream
Mach number of 2.9, while this study explores a freestream Mach number of 2.249. Due to the
lower Mach number and the large ramp angle of 24°, the separation length due to the SBLI is larger
than the aforementioned studies.

Figure 1. Flow over a 24° compression corner at Mach 2.25.

The main focus of this work is to reduce the extent of separated region of a SBLI by using an
arc-discharge-based flow controller. The paper will first explore the development of a supersonic
equilibrium turbulent boundary-layer flow over a compression corner to establish a baseline flow. To
this end, a grid study is performed and the results are compared to experimental data which show
that the LES is accurately capturing the essential flow features. In addition, the paper will discuss
the mechanism for transitioning the laminar inflow to turbulence and show that the turbulent
profiles upstream of the separated region are free of discrete frequencies. Having the incoming
turbulent boundary-layer free of discrete frequencies is important so the effects of the controller are
not obscured by discrete frequency modes from the incoming profile. Finally, a model control device
is introduced into the computations and its effects on time-mean and time-dependent statistics are
examined for three control strategies. The results show that the separation length is significantly
reduced by the controller, and, that the the lowest frequency content is reduced with actuation.
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II. Method

The simulations were carried out with a time-accurate three-dimensional compressible Navier-
Stokes solver known as FDL3DI,'® which has been widely used in previous LES for both subsonic
and supersonic flows.!” 23

A. Governing Equations

The governing equations are transformed from Cartesian coordinates into a general time-
dependent curvilinear coordinate system that is recast in strong conservation-law form:

ou o0(F-F,) 0(G-G,) 0 H-H,)
+ + +
ot 0¢& an 0(¢
where ¢ is the time and &, n, and ¢ are the computational coordinates. The solution vector and
vector fluxes (both inviscid and viscous) are:

= Sc (1)

p pU 0
L | e ) pulU+& p 1 &y Til
U:j pv ,sz poU+&p ’F”:ReJ §x; Ti2 (2)
pw pwlU+E. p §x; Ti3
| P E | PEU + & uip | | & (w5 — @) |
and
U=&+&u, V=m+n.u, W=GqG+(,u EZ**‘EUZ (3)
v Y oY (yv—-1) Mg 2"

where u, v, and w are the Cartesian velocity components, p is the density, p is the pressure, and
T is the temperature. .J is the transformation Jacobian, 9(¢,7,¢,t)/0(z,y, z,t).2* Note that the
formulas for G, G, H, and H,, are similar to those specified in Eq. (2), and may be found in Ref.
25.

The source vector, S., on the right side of Eq. (1), is typically set to zero, but has nonzero
values at specific locations within the domain to transition the flow to fully turbulent or when the
gliding-arc discharge controller is employed. The value of S, will be described in greater detail in
the following subsection.

All length scales are nondimensionalized by the reference length, ¢, and all dependent variables
are normalized by their respective reference values, expect for pressure, which is nondimensionalized
by p.ou?,. The perfect gas relationship and Sutherland law for the molecular viscosity are employed
with a reference temperature of 110.3 K.

B. Source Terms

The right-hand side of Eq. (1) allows various flow-control and flow-trip models to be introduced
into the governing equations. This paper employs two different source models. The trip model
initiates transition of the incoming laminar flow to a turbulent boundary-layer, while the control
model is a phenomenological representation of a gliding-arc discharge flow controller.

This work used the counter-flow force bypass-transition method developed by Mullenix et al.?
since the method produces a steady disturbance to transition supersonic flows. The trip model
consisted of a right-triangle force region which was centered at x = 2.5, applied uniform in the
span, and exerted a streamwise force to oppose the incoming flow. The strength of the counter-flow
force was controlled by a scalar, D, = 6.2.
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Control of separation was accomplished by the introduction of a streamwise force which was
produced by a gliding-arc discharge actuator. In a gliding-arc discharge, two flush-mounted surface
electrodes are separated by an insulator. The electrodes are arranged to be slightly diverging
from each other. A high voltage is applied between the electrodes. If the distance between the the
electrodes is sufficiently small, and the voltage is sufficiently high (~30 kV /cm for air?”), breakdown
occurs and an arc forms between the electrodes at their closest point. The electric arc partially
ionizes the surrounding air which carries the current path with it. If the electrodes are positioned
vertically, the heated air between the electrodes would rise which would make the arc rise with it
(which is also known as Jacob’s Ladder). Here, the electrodes are embedded in the flat-plate, so
the arc only moves with the boundary-layer flow.

Applying a strong magnetic field perpendicular to the surface causes the arc to accelerate due
to the magnetic body force. Depending on the direction of the magnetic field, the discharge can be
forced to move upstream or downstream at a rate several times faster than the freestream speed.?
Since the magnetic field directly influences the movement of the arc, this type of actuator is also
known as a magnetically-driven surface discharge, dubbed “snowplow arcs”.?? As the arc travels
down the length of the electrodes, its core area contracts due to the slightly diverging electrode
orientation. The contraction of the arc’s core area leads to instabilities within the arc, and it
eventually extinguishes itself. Once extinction occurs, a new arc forms at the narrow end of the
electrodes and the process is repeated.

Since the magnetically-driven gliding-arc velocity is many times faster than the freestream flow,
a time-mean representation of actuators influence is appropriate for fluid dynamic simulations. In
addition, the time scales of the plasma involved are orders of magnitude smaller that the charac-
teristic flow time of the fluid, so the actuator can be incorporated in the fluid through time-mean
specified source terms.?’ Thus, depending on the orientation of the magnetic and current fields,
the body force can be applied to the flow in any direction. Figure 2 illustrates the configuration of
the magnetically-driven gliding-arc system applied to control the turbulent SBLI consider in this

paper.

Flow ~_
»

flat plate

Flow Joule Heating //'J Force (L
> ) : {
. (e
flat plate 2b

f
Figure 2. Illustration of the gliding-arc discharge model.

This work uses a phenomenological model of the force and energy deposition that is similar
to that used in the Reynolds-averaged calculations of Atkinson et al3%3? The deposition vol-
ume density function is described as a hyper-Gaussian function, which provides a mathematically
representation of the shape of the plasma-column and the deposition density within the column:
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where a and b represent the ellipsoidal radii in the z and y directions, and K is constant such that
fffooo S dx dy = 1 for the selected values of m and n. In this work m = n = 10. Use of higher
power values in the exponential function allows the deposition rate to be nearly uniform within

T—Xc
a

the volume (exp [— ( )n — (y_—byc)m] < 1), yet to decay rapidly to zero outside the region. The

controller model accounts for both the mean body force and Joule heating, as seen in Eq. (5):

)

8

(5)

N
<

z

_uLx+vLy+wLZ+/ |

where S is the deposition volume density from the hyper-Gaussian function shown in Eq. (4),
L represents the magnetic body force vector, and _# corresponds to the Joule heating. Joule
heating occurs when electrons collide with neutrals, which results in energy exchange (primarily in
vibrational modes of the neutral Ny molecules?®). Some of the excited vibrational states quickly
relax to equilibrium, while other states have a much slower relaxation time and do not relax
before the molecule leaves the computational domain. The amount of energy that goes into the
translational energy mode through Joule heating and reversible work reflects the thermal efficiency
of the actuator and contributes to the translational temperature. The model parameters used will
be described in a later section.

C. The Numerical Method

Time-accurate solutions to Eq. (1) were obtained numerically by the implicit approximately-
factored finite-difference algorithm of Beam and Warming,*? employing Newton-like subiterations,3*
and may be written as follows:

L (280 (OF? 1 OFD\] L (2A1\ . (9GP 1 0Gh\]
L*(B) fg(aQReaQﬂ X[J+<3> "2<8QRe@Qﬂ )
1 2At OHP 1 OHP B 2AL 1 3QP —4Q" + Q™!
[ﬁ(g)é@(w—wq)]w—(3)[(2At)( 7 )]

1 1 1
+ des <Fp - Rng) + dn6 (Gp - ReG€> + |:5C6 (H” — R6H5> - Sf} (6)

where ¢, 052, 0¢2, O¢6, One, and d¢e represent the second-order and sixth-order finite-difference
operators in 7, ¢, and &, respectively. Equation (6) is employed to advance the solution in time,
such that QP*! is the p+1 approximation to @ at the n+1 time level Q" and AQ = Q' — QP.
Forp =1, QP = Q". Second-order-accurate backward-implicit time differencing was used to obtain
temporal derivatives.

The implicit segment of the algorithm (left-hand side of Eq. (6)), incorporates second-order-
accurate centered differencing for all spatial derivatives, and utilizes nonlinear artificial dissipation®?
to augment stability. For simplicity, the dissipation terms are not shown in Eq. (6). Efficiency was
enhanced by solving this implicit portion of the factorized equations in diagonalized form.?® The
temporal accuracy can be degraded when the diagonal form is used, so subiterations were employed
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within each time step to minimize any degradation of the temporal solution. Any deterioration of
the solution caused by use of artificial dissipation and by lower-order spatial resolution of implicit
operators was also reduced by performing sub-iterations. Three applications of the flow solver per
time step were applied throughout this work to preserve second-order temporal accuracy.

The compact difference scheme employed on the right-hand side of Eq. (6) is based upon the
pentadiagonal system of Lele,3” and is capable of attaining spectral-like resolution. This is achieved
through the use of a centered implicit difference operator with a compact stencil, thereby reducing
the associated discretization error. For the present computations, a sixth-order tridiagonal subset
of Lele’s system was utilized, which is illustrated here in one spatial dimension as:

1 [OF OF 1 (OF 14 (Fi —Fiy 1 (Fio—F; o
3<as>i_ﬁ<as>ﬁs(aa)i+f9(z >+9<4 ) @)

The scheme has been adapted by Visbal and Gaitonde® as an implicit iterative time-marching
technique. It was used in conjunction with a low-pass Padé-type non-dispersive spatial filter, which
was incorporated by Gaitonde et al..3? Use of the filter has been shown to be superior to the use
of explicitly added artificial dissipation for maintaining both stability and accuracy on stretched
curvilinear meshes.?® The filter was applied to the solution vector sequentially in each of the three
computational directions following each subiteration, and was implemented in one dimension as:

4
af Qi—l + Qz + ay Qi—i—l = Z aj(Qi+n + Qi) (8)

2
n=0

where Q designates the filtered value of @. The order of the filtering operation was permuted
and was a post-processing technique. It was applied to the evolving solution in order to regularize
poorly-resolved features at the grid scale. On uniform grids, the filtering procedures preserve
constant functions while completely eliminating the odd-even mode decoupling.?"4 Equation (8)
represents a one-parameter family of eighth-order filters, and numerical values for the a,’s may be
found in Ref. 16. The filter coefficient oy is a free adjustable parameter which may be selected for
specific applications, where | oy [< 0.5. The value of oy determines sharpness of the filter cutoff
and was set to 0.30 for the present simulations.

The spatial filter associated with the high-order compact scheme may produce spurious os-
cillations in the vicinity of shocks, which can be detrimental to the solver’s stability and create
numerical error in the solution. To this end, a 34 order Roe scheme?! with the van Albada flux
limiter*? was employed in regions of shocks to limit spurious oscillations due to the discontinuity.
This hybrid approach was developed and successfully used in previous work for a supersonic turbu-
lent compression-corner.* During each sub-iteration of the solver, the unsteady shock was identified
by the pressure gradient detector developed by Swanson and Turkel:43

lpi+1 — 2pi + pi-1l

(1— = 4 . (9)

w) ([pi+1 — pi-1]) + w (Pit1 + 2 pi + pi-1)
where p; is the pressure at grid point ¢ in the specified direction, and w is a constant that can be
varied from 0.5 to 1.0, but was set to 0.5 for this work (w = 0.5). Once the shock was located,
a b-point stencil was established around the shock, and the inviscid fluxes from the Roe scheme
were substituted for the existing compact solutions. Because of the upwind nature of the Roe
flux-difference scheme, it was not necessary to use the filtering technique in this region. Figure 3
shows instantaneous Mach contours and the resultant computational grid with the stencil showing
where the Roe scheme replaces the high-order compact scheme.

The end points of the stencil were averaged between the two different schemes. As a result
of the hybrid approach, the high-order compact scheme to capture the fine-scale structures of

b=
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v

(a) Mach contours (b) Grid corresponding to the compact stencil

Figure 3. Mach contours with the shock-capturing stencil for Mach 2.25 flow over a 24° ramp.

the turbulent flow in regions without the spurious oscillations produced near the shock. Due to
sensitivity of the shock detector, the Roe scheme was precluded in the boundary-layer and only
applied in the inviscid region of the flow, as seen in Fig. 3(b).

D. The LES Approach

In the LES approach, physical dissipation at the Kolmogorov scale is not represented, thereby
allowing for less spatial resolution and a savings in computational resources. For non-dissipative
numerical schemes, without use of SGS models, this leads to an accumulation of energy at high mesh
wave-numbers, and ultimately to numerical instability. Traditionally, SGS models are employed
as a means to dissipate this energy. In the present methodology, the effect of the smallest fluid
structures is accounted for by a high-fidelity implicit large-eddy simulation (HFILES) technique,
which has been successfully utilized for a number of turbulent and transitional computations.
The present HFILES approach was first introduced by Visbal et al.#%4* as a formal alternative
to conventional methodologies, and is based upon the high-order compact differencing and low-
pass spatial filtering schemes, without the inclusion of additional SGS modeling. This technique
is similar to monotonically integrated large-eddy simulation (MILES)* in that it relies upon the
numerical solving to provide the dissipation that takes place of the unresolved scales. Unlike MILES,
dissipation is provided by the Padé-type low-pass filter only at high spatial wavenumbers, where the
solution is not resolved. This provides a mechanism for the turbulence energy to be dissipated at
scales that cannot be accurately represented on a given mesh system, in a fashion similar to subgrid
modeling. For purely laminar flows, filtering may be required to maintain numerical stability and
to preclude a transfer of energy to high-frequency spatial modes due to spurious numerical events.
The HFILES methodology thereby permits a seamless transition from large-eddy simulation to
direct numerical simulation as the resolution is increased. In the HFILES approach, the unfiltered
governing equations may be employed, and the computational expense of evaluating subgrid models,
which can be substantial, is avoided. This procedure also enables the unified simulation of flow-fields
where laminar, transitional, and turbulent regions coexist simultaneously.

It should also be noted that the HFILES technique may be interpreted as an approximate
deconvolution SGS model,* which is based upon a truncated series expansion of the inverse filter
operator for the unfiltered flow-field equations. Mathew et al.*” have shown that filtering provides a
mathematically consistent approximation of unresolved terms arising from any type of nonlinearity.
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Filtering regularizes the solution, and generates virtual subgrid model terms that are equivalent to
those of approximate deconvolution.

E. Boundary Conditions

In the computation, the flow transitions from laminar to turbulent on a flat-plate situated
upstream of the ramp. The flow and boundary conditions for this portion of the flow are consistent
with previous studies by Rai et al.,*® Rizzetta and Visbal,® and Pirozzoli and Grasso®® which
investigated supersonic flow on a flat-plate at Mach 2.25. In the present work, an extrapolated
upper boundary condition was used to accommodate the growing boundary layer thickness as the
flow transitions. The grid stretching (i.e., buffer layer®! or sponge??), was used near the upper and
exit boundaries to transfer the energy to higher spatial wave-numbers, so that the spatial filter
removes it from the computation. This grid configuration helps minimize the spurious reflection of
disturbances back into the computational domain.

Periodic boundary conditions were applied at the spanwise boundaries and used a five-point
overlap of grid points in the z-direction. The five-point overlap maintains high-order differenc-
ing and filtering. The inflow boundary was specified using a solution to the compressible laminar
boundary-layer equations,®® with the inflow boundary-layer height scaled to the reference length,
¢, and freestream (reference), conditions outside the boundary-layer. The exit boundary was ap-
plied by an extrapolated boundary-condition. Along the wall surface, a no-slip velocity boundary
condition was enforced with an isothermal wall set to the nominal adiabatic wall temperature.
The surface pressure was computed by enforcing zero wall-normal derivative to third-order spatial
accuracy.

ITI. Results - Inflow

Following Rai et al.,*® Rizzetta and Visbal,*® and Pirozzoli and Grasso,”® this work explored
Mach 2.25 supersonic flow on a flat plate, which was used to facilitate the development a fully
turbulent boundary-layer flow. Supersonic flow over a flat-plate studied in this work is similar
to a previous computation,*® except the grid is significantly more refined and the counter-flow
force bypass-transition method is used instead of the blowing and suction method, since the later
introduces unwanted discrete frequencies into the energy spectrum. The reference conditions for
the case are listed in Table 1, which were developed from a 1955 experiment by Shutts et al. (Case
55010501).53

Table 1. Flow conditions for Mach 2.25 air flow over a flat plate.

Parameter Value
M 2.249
Uoo 588 m/s
Too 305 °R
Tw 580 °R
D 23,830 Pa
Re/m 2.5 x 10" m~!
Rey 2930-5300

Reference conditions for the computations are £ = 6.096 x 1073 m, 1y, = 588 m/s, M= 2.249,
and Rey = 15,240. In the analysis of the results that follow, the solution of the flow variables
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were decomposed into time-mean values and fluctuating components (i.e., u = wu,, + v/, where v’ is
the fluctuating component). Taking advantage of the spanwise periodic boundary conditions, the
time-mean solutions were spanwise-averaged, unless specified otherwise. Time-average and time-
dependent data was collected for ten flow-through times, where one flow-through time is defined
as the time for the freestream flow to traverse the computational domain.

Using the parameters listed in Table 1, a computational domain was developed following work
by Mullenix et al.?® The nondimensional reference length, ¢, was set to the incoming boundary-layer
height, (£ = 6(,—0)), and a Cartesian coordinate system was established with its origin corresponding
to the upstream location of the computational domain. The streamwise extent of the domain is
approximately 160¢ and can be broken down into three regions, as shown in Figure 4.

100 -
75 -

0 Exp. data
I I

25

@

H e

ol e L I/ [ T - |
0 25 50 __75/ﬁ)0 X 125 150 175
Trip <=——— Constant

Figure 4. Schematic of the three regions of the domain.

The first region (labeled Trip), 0 < z < 3¢, contained the counter-flow force model. The
region required a highly-refined grid to facilitate the trip model, and support the small separation
the model produces, without producing detrimental behavior associated with the strength of the
counter-flow trip source terms. The grid was monotonically refined from the leading edge to x = 2/,
which corresponds to the start of the refined region. The refined region was 1.0¢ long and contained
101 uniformly-spaced points.

The second region (labeled Constant), contains the rest of the flat-plate and the leading portion
of the ramp. The ramp corner is situated at x = 75 ¢, with the downstream end of the region
corresponding to x ~ 110 ¢. The grid was monotonically stretched from the end of the refined
body force trip region, (i.e., x = 3 {), to the start of constant grid spacing used in the second
region, (i.e., x = 5¢). The streamwise grid points were uniformly spaced throughout the rest of
the region, except for the grid points immediately adjacent to the ramp corner, which contained
a slight refinement in grid spacing to facilitate a smooth grid distribution of points through the
ramp corner. Solutions for the turbulent inflow boundary-layer (upstream of the ramp corner) were
compared to experiments at x = 60 /.

The third region (labeled Buffer), was rapidly stretched along the ramp to the downstream
boundary. Stretching the grid eliminates spurious disturbances before they reach the extrapolated
outflow boundary condition. The grid spacing in the normal direction was specified at the wall
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boundary such that y < 1, then it was monotonically stretched using a hyperbolic tangent ex-
pansion. As seen in Table 2, this method resulted in the majority of the grid points being located
within the boundary layer. The upper boundary of the computational domain is y = 25¢ high for
the flat-plate portion of the domain, but expands over the ramp to accommodate the strong oblique
shock. The points near the surface were projected normal from the wall to minimize numerical
error when computing surface gradients. An elliptic solver was used on the resulting grid point
distribution, particularly near the ramp corner, to ensure smooth and continuous point distribu-
tions throughout the domain. The domain is 5¢ wide, with constant grid spacing in the spanwise
direction. It will subsequently be shown that this width is adequate to resolve turbulent structures.

A spatial resolution study was conducted using three different grids. While the concept of grid
independence does not exist for LES,* it is possible to show that some of the time-mean quantities
converge or approach convergence, with adequate resolution. This occurs because grid refinement
allows for finer features to be captured and changes the instantaneous data, but bulk quantities
that are time-averaged should converge.

Since the major limitation for LES is grid resolution, the ‘fine’ grid was developed first since it
corresponds to the most resolution that could be afforded for this study. Once the ‘fine’ grid was
constructed, the ‘coarse’ grid was created as a replica of the fine grid, except ever other point was
removed in the z-direction within in ‘Constant’ and ‘Buffer’ regions of the domain, and every other
point was removed in each of the other directions. The ‘medium’ grid follows the same methodology,
except having 1.5 times the points of the ‘coarse’ grid in = direction of the ‘Constant’ and ‘Buffer’
regions and the other two directions. Note that the grid was not refined in the ‘Irip’ region for the
two coarser grids since the grid used in the ‘Trip’ region of the ‘fine’ grid was required to prevent
potentially anomalous behavior associated with the bypass-transition method. Table 2 lists the
parameters for the grids.

Table 2. Parameters for the various grids used for Mach 2.25 turbulent flow over a 24° ramp.

Parameter Coarse Medium Fine
XxYxZ 1600 x 250 x50 1600 x 250 x5¢ 1600 x25¢ x5/
Nz x Ny x N, 721 x 131 x 141 1017 x 196 x 209 1312 x 261 x 277

N (total) 13.3 x 106 41.7 x 10° 94.9 x 10°
N, (z <2¢) 30 30 30
N, (z <3¢) 130 130 130
N, (z <5¢) 150 160 170

N, (z > 110¢) 21 31 41
Az (refined DBD) 0.01 0.01 0.01

Az (Constant) 0.2 0.15 0.1
Az™ (Constant) 46.1 35.5 23.8
Ayy 0.004 0.003 0.002

Ay (Constant) 0.92 0.71 0.48

Ny (y < d(z=0)) 70 104 139

Ny (¥ < d(a=60)) 85 127 169
Az 0.0362 0.0272 0.0181

AzT (Constant) 8.4 6.4 4.3

The counter-flow trip was centered in the middle of the refined ‘Trip’ region. Unlike subsonic
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flows, where the height of the counter-flow trip model is typically on the order of the incoming
boundary layer,2> the trip model for this supersonic scenario was positioned such that it barely
extends outside the viscous sublayer. The length to height ratio of the triangular force region was
4:1, and has a length of 0.125¢. To achieve transition, the resultant counter-flow force must be
strong enough to generate a region of reverse flow. For this work, all grids achieved transition using
a value of D, = 6.2.

The solutions were obtained using a nondimensional time-step At = 0.005, which results in
At = Rey (1%)2 (“=t) = 0.19. The wall friction velocity is, ur = /7w/pw, Where 7, =
o [Ou/ 8y]y:0 is the wall shear stress. Figure 5 plots the time-mean spanwise-averaged skin-friction
coefficient, c¢, and the boundary-layer momentum thickness, ¢, for the flow as it transitions along
the flat-plate region.
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Figure 5. Spanwise-average time-mean skin-friction coefficient, cy, and boundary-layer momentum
thickness, 0, versus streamwise location.

As seen in Fig. 5, the incoming laminar flow is disturbed by the counter-flow trip (x = 2.5 ¢).
The trip is strong enough to generate a small separated region, which is evident by ¢y < 0. The
separated region results in instabilities which grow nonlinearly and began the transition process.
The transitioning flow approaches the theoretical curve for equilibrium turbulence near x ~ 50 £.
The theoretical curves in the figure corresponds to the laminar compressible Blasius solution, and
to the turbulent correlation of White and Christoff.>> The ‘fine’ grid transitions farther upstream
than the coarser grids since the additional resolution allows for the development of smaller scale
structures. Unlike the blowing-and-suction trip method used by Rai et al.,*® the counter-flow force
trip model eliminates the overshoot in the skin-friction coefficient as the boundary layer becomes
fully turbulent.*’

At z = 604, the boundary-layer momentum thickness 8 = 0.32/, so Rey ~4,900, which is within
the range of momentum thicknesses from the experiment. The time-mean spanwise-averaged quan-
tities from the LES are extracted at this location and compared to the experimental measurements.
In addition to the present computations, the computational results from Rai et al.*® are also in-
cluded in the figures for comparison.

To ensure the turbulent boundary layer upstream of the ramp corner has the expected prop-
erties for the law-of-the-wall, the streamwise velocity is transformed using the van Driest trans-
formation.®® The transformed streamwise velocity is now equivalent to incompressible flow and is
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nondimensionalized by the wall friction velocity, u™ = uyp/u,. The profiles are plotted versus the
nondimensional inner length scale y™ = y u, /v,.

Figure 6 plots the van Driest transformed velocity in the near-wall region at x = 60 ¢ for the
various grids and includes the solutions from Rai et al*® In addition to the experimental mea-
surements by Shutts et al.,’3 the experiment data set also includes supersonic flow measurements
of Elena and LaCharme,”® which were collected at similar flow conditions using Laser Doppler
Velocimetry (LDV) and Hot-Wire Anemometry (HWA). The solutions obtained match both the
inner layer and logarithmic profiles, although the ‘coarse’ grid over-predicts the expected solution
within the logarithm region. This result is indicative of an under-resolved grid or a solution that
has not yet achieved equilibrium turbulence.

30
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Figure 6. Spanwise-average time-mean streamwise velocity profiles using the Van Driest transform
and normalized by friction velocity for = = 60.

Fluctuating velocity components for the near-wall region, normalized by the freestream velocity,
are shown in Fig. 7. Since the experimental data by Shutts et al.>® did not include fluctuating
measurements, the results were compared to the incompressible experiment of Karlson and Johans-

on,”” which was carried out using LDV techniques. This comparison is consistent with previous

work by Rizzetta and Visbal,* who demonstrated that the comparison to incompressible data was
valid because the compressibility effects were not strong for this flow (i.e., Morkovin’s hypothesis®®
applies).

As seen in the figures, the present computations agree well with the experiments and the
computational results by Rai et al.*® The LES is consistent with the results by Rai et al.,*® but the
fluctuating measurement of the vertical velocity is much higher near the surface in the experiment.
This discrepancy might be attributable to a higher level of experimental uncertainty in v-velocity
measurement near the surface since it is more challenging to obtain experimentally. In addition,
the experimental results are for incompressible flow. While compressible effects are small for this
flow, they could be contributing to the discrepancy.

The Reynolds shear stress profile, which is normalized by the friction velocity, is shown in Fig.
8. As seen in the figure, the profiles are in good agreement with the experiment, even though they
contain the v-velocity fluctuations. This occurs because the solution is dominated by the u-velocity
fluctuations, which has higher precision than the spanwise or normal flow measurements.

For the outer region of the boundary layer, the fluctuating velocity profiles are presented versus
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Figure 7. Spanwise-average time-mean fluctuating velocity components versus inner scaling at x = 60.
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Figure 8. Spanwise-average time-mean profiles of the Reynolds stress versus inner scaling at =z = 60.

distance from the surface, as seen in Fig. 9. That distance is normalized by the boundary-
layer height 0 at the location of comparison to experiments (i.e., x = 60), to account for the
different boundary-layer heights. The experimental measurements shown were collected by Elena
and LaCharme®® using LDV, and HWA. As with the near-wall region, the vertical velocity profiles
show some disagreement compared to the experiment and the computational work by Rai et al..
While the data collected by Rai et al.*® appear closer to the experimental measurements, the
computation had very minimal vertical resolution (i.e., a total of 55 points in the normal direction),
and the order of the numerical scheme was lower than the present work. As such, it is possible that
the solution by Rai et al.*® aligns better with the experimental measurements by chance.
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Figure 9. Spanwise-average time-mean fluctuating velocity components versus outer scaling at x = 60.

One-dimensional spectra of the velocity components and instantaneous pressure were collected
along a line in the homogeneous spanwise direction at several discrete streamwise locations within
the boundary layer. Each location was located a distance of 1.0¢ normal to the flat-plate surface,
starting at * = 55 ¢ and ending on the ramp region where the grid starts to coarsen due to grid
stretching (i.e., x = 110). For z = 60 ¢, a normal distance of 1.0¢ corresponds to a y/d = 1.7. Data
sampling occurred after every computational time-step and was collected for 10 flow lengths for
each simulation.

The power spectral density (PSD) was computed for both nondimensional frequency and span-
wise wavenumber to confirm the grids have sufficient resolution to capture a portion of the in-
ertial subrange. The PSD curves were developed using the standard approach as outlined in
Ref. 59. A Hanning window was applied for the entire data set to suppresses side-lobe leakage.
The windowed data set was also multiplied by \/8/73 to account for the low-frequency bias in-
troduced by using the window. The PSD of the Turbulent Kinetic Energy (TKE) was computed
by summing the PSD of each velocity component and multiplying by a half (i.e., PSD(TKE) =
[PSD(u’2) + PSD(v?) + PSD(w’Q)] /2).

Computation of the PSD versus spanwise wavenumber was carried out in a similar manner,
except that the Fourier transform was applied along the homogenous spanwise data set (excluding
the overlap points), for each time-step. It is important to note that the fluctuating quantities were
not windowed and the overlap points excluded because the solution is periodic in the spanwise
direction. Windowing periodic data would introduce a non-physical bias favoring the end points
of the Fourier transform. Figure 10 plots the PSD of the TKE versus normalized frequency and
spanwise wavenumber for the different grids.

All three curves capture a portion of the inertial range, as indicated by the —5/3 slope in Fig.
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Figure 10. Power spectral density of turbulent kinetic energy at x = 60.

10, with the ‘fine’ grid able to capture more of the inertial range before the spatial filter eliminates
the highest, under-resolved, frequencies. The extent of the inertia range is limited because the
Reynolds number is low for this study. Figure 10(b) indicates that the ‘coarse’ grid is inadequate
to capture the spanwise wavenumber range and should be increased.

In addition to frequency and wavenumber spectra, it is also important to investigate the span-
wise extent of the domain. Specifically, it is important to verify that the computational domain
was sufficiently wide such that the spanwise periodic boundary conditions did not influence the
flow. This was accomplished by computing the standard two-point autocorrelations of the velocity
components along a line in the spanwise direction at x = 60, y = 1, as seen in Figure 11.
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Figure 11. Two-point autocorrelations of the velocity components versus distance from the mid-span
at x = 60 for the ‘fine’ grid.

The data in Fig. 11 is presented versus distance from the spanwise mid-plane, with the two
halves of the spanwise domain presented as a straight average. The figure shows the spanwise
component decays the lowest and the streamwise component is not monotonic. That said, all three
components of velocity approach zero by 2.5 ¢, and confirm that a 50 wide computation domain
was sufficient for the periodic boundaries implemented.
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IV. 24° Ramp

From the incoming turbulent boundary-layer, the flow continues along the flat plate until it
encounters the 24° ramp. Because the flow is supersonic, an oblique shock forms above the boundary
layer due to the flow turning angle. A shock foot, located just upstream of the corner corresponds
to the start of separated region, with a second shock foot existing at reattachment, as illustrated in
Fig. 1. This behavior gives rise to the well known A-shock structure. Due to the flow turbulence,
the shock front oscillates in the streamwise direction. These oscillations cause the shock angle to
vary, and, the separated region grows and shrinks in time.

The instantaneous separated region is visible in Fig. 12, which shows an iso-surface of the Q-
criterion® (defined in Eq. (10)), and a planar contour of the Mach number at the spanwise edge of
the domain.

chiterion -

(Q* —8?) (10)

1
2

Figure 12. An instantaneous iso-surface of the Q-criterion (Qcriterion = 4), which is colored by the
u-velocity and a planar contour of Mach number for Mach 2.25 air flow near a 24° ramp.

The figure highlights some of the the sub-d-scale turbulent structures flowing over the ramp
corner. These structures are moving faster higher in the boundary layer (as indicated by the red
color). As the flow moves past the shock it slows down (the post-shock structures are predominately
colored green in the figure). The decrease in velocity caused the structures to expand and start to
readjust toward its new equilibrium turbulent profile. The blue-colored structures near the ramp
corner indicate where the flow is reversed. The size of the non-uniform separated region grows
and shrinks as the oblique shock responds to the incoming turbulent structures, which causes the
A-shock structure to vary in time.

While an instantaneous solution provides a representative idea of the separated region, the
time-mean solution provides a better understanding of the extent of the shock-induced separation.
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A plot of the skin-friction coefficient in Fig. 13(a), shows the extent of the spanwise-averaged time-
mean separation. In addition, Fig. 13(b) includes the surface pressure normalized by the post-shock
surface pressure. As seen in the figure, the pressure rapidly rises at the start of separation, plateaus
through the center of separated region, then finishes rising as it approaches the inviscid post-shock
pressure. The start and end of the pressure plateau corresponds with local maxima of the skin-
friction coefficient in the separated region, which has been previously suggested in work by Priebe
and Martin.!?
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Figure 13. Spanwise-averaged mean skin-friction coefficient and nondimensional surface pressure.

As seen in Fig. 13, the size of the separated region appears to be increasing nearly linearly as
the grid is refined. This behavior is deceptive because the incoming ‘coarse’ grid solution did not
achieve the same equilibrium turbulence before interacting with the separation. In addition, the
boundary-layer height and the boundary-layer displacement thickness, 0*, were slightly different
at the incoming boundary-layer location (i.e., x = 60), for each of the grids. The ‘fine’ grid
transitioned more quickly and was most adequately resolved to capture the growth and behavior of
the turbulent boundary-layer. Since a smaller boundary-layer displacement thickness corresponds
to a fuller velocity profile, it is less susceptible to separation. After accounting for the displacement
thickness, it is clear that the separation length is converging. This result, along with all the previous
analysis, shows the ‘fine’ grid is sufficiently resolved. As such, the remaining figures and analysis
will only use the ‘fine’ grid.

While the main focus of this work was to investigate a reduction of the shock-induced separated
region, it was also important to explore the frequency content within and after the separated flow
since its behavior as a broad-band amplifier, as suggested by Plotkin®! and Touber and Sandham,!
needed verification for this scenario. Figure IV plots the PSD of TKE for the ‘fine’ grid upstream of
separation (£ = 60), above the separated region (70 < ¢ < 80), and after reattachment (£ = 100).
Fro the figure it is clear that the separated region amplifies the total TKE, which is consistent with
recent observations by Touber and Sandham.!

It is important to note that the PSD curves do not resolve ultra-low frequency content, which
is typically observed experimentally around flsp/Uss = 0.03. These results suggest that the
simulations may need to be evolved for a longer duration to adequately resolve that range of
frequencies. This consideration was beyond the scope of the present investigation, but may be
addressed in future studies.
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Figure 14. Spanwise-averaged power spectral density of the turbulent
kinetic energy versus frequency at various locations.

A. Control

In order to reduce the time-mean separation length caused by the turbulent SBLI, a model of
a magnetically-driven gliding-arc discharge actuator is placed on the flat-plate near the separation
point. The actuator imparts streamwise momentum into the boundary-layer which suppresses
separation by increasing the fullness of the velocity provides, and, subsequently, decreasing the
boundary-layer displacement thickness. The actuator used in this work is based on an experiment
conducted by Karla et al.?”

The experiment by Karla et a was run in a Mach 2.6 wind tunnel with flow parameters
Uoo = 600 M/s; poo = 0.113 kg/m3, and Rey ~ 10,000. The arc-discharge was produced between
two flush-mounted surface electrodes buried in the bottom wall of the supersonic wind tunnel just
upstream of the time-mean separated region generated by an impinging shock. The electrodes were
powered by a direct-current power source with a potential V = 3700 volts and a current I = 200
mA. A 3 tesla magnetic field, (B = 3 T), was uniformly applied perpendicular to the flow and the
discharge streamlines to accelerate the arc.

The source term S, found in the conservation of momentum and energy equations, is modeled
using Eq. (5), which accounts for the work and energy added by the plasma-based controller. The
total momentum added to the flow by the magnetic force is estimated by the product of the current
and magnetic field, while the total energy added is the product of the current and the voltage. The
nondimensional magnetic work and Joule heating terms for the experiment by Kalra et al.?”
determined by normalizing the magnetohydrodynamic values by freestream parameters, a reference
length equal to the distance between the electrodes (I,.; = 14 mm), and the estimated volume of the
deposition (vol,.; = 230 mm?). The approach and size of the deposition volume is based on similar
work by Atkinson et al.3! Equations 11 and 12 show how the values for the total nondimensional
force and energy deposition were computed.

1'29

were
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Conservation of Momentum = magnetic force

Force = jxB
I*B*lref (11)

Vol

L = Force* ¢t —0.0125
Poo U

oo

Force =

Conservation of Energy = reversible work 4 Joule heating
Energy = {(jxE)xu}+ {%J}
Energy = E-j

. (12)
Energy = V;{rif
E = Energy % ber 1.8

E = {Lxu}—i—?;}

where o is the electrical conductivity of the fluid, and u is the instantaneous local velocity. It
is important to note that the Joule heating term, ¢, as written in Eq. (12), assumes all the
energy deposited via Joule heating goes directly into the total energy equation. This is an over-
estimate since in most plasma-based discharges, only 5% - 50% direct thermal energy deposition is
achieved. The majority of the energy being deposited going into various vibration energy states,
which can require a significant amount of time, relative to the flow’s convective time, to relax back
to equilibrium. As such, a reasonable approximation is to assume that only a fraction of the energy
used by the discharge is actually deposited into the flow (i.e., Zactual << 7).

Starting from the nondimensional numbers obtained from the experiment by Kalra et al.,?”
similar values were developed for this work. Due to the large number of variables available in
the phenomenological model of the magnetically-driven gliding arc actuator, the parameters space
was first explored using two-dimensional k — ¢ RANS simulations to find a set of conditions that
would reduce the separated length. Since the computation domain is homogenous in the spanwise
direction, the plasma-controller is uniform in that direction to remove the additional complexity of
spanwise effects. As such, the reference length used to nondimensionalize the experiment by Kalra
et al.,”® was set to the domain width for this work (I, = 58). The controller was developed to
be long in the streamwise direction, 5¢, and was centered near the time-mean separation point,
which was consistent with the approach used by Atkinson et al.3! The volume and distribution of
the force and energy deposition from the phenomenological controller was set using Eq. (4), was
centered 0.1¢ above the wall, and had a normal extent of 0.04¢, such that: x. = 69,y. = 0.1,a =
2.5,b = 0.04,m = 10,and n = 10. The nondimensional value of the force deposited for this work
was L = 0.075. From Eq. (11) and using the reference parameters, it is determined that I*B =
0.62 ke/s2. This value consistent with the experiment by Kalra et al.??

Three control scenarios were explored for this work. All three use a nondimensional magnetic
body force of L = 0.075 which was applied in the streamwise direction (L, = 0.075, L, =0, L, = 0).
Since the control cases should reduce the time-mean separation, it was assumed that the ‘fine’ grid
employed should have sufficient resolution to capture the small-scale structures present in the flow
even when the controller is active. The simulations were run using a non-dimensional time-step
At = 0.005 and were started from the equilibrium baseline simulation. Initial transients associated
with the introduction of the controller were allowed to propagate out of the domain by running the
simulation for 3 flow lengths before statistical information was collected. Time-dependent results
where collect for 10 additional flow lengths and the time-mean results correspond to this time range.

The first scenario allows for momentum transfer by the magnetically-driven gliding-arc dis-
charge, but excludes the reversible work produced by the magnetic force. This is accomplished by
setting the Joule heating equal and opposite to the reversible work produced by the body force. It
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is important to note that the local temperature could decrease due to the reversible work because
the energy added (or removed) depends on the direction of the instantaneous local bulk velocity u.
While it is a strong assumption to ignore the effects of energy deposition, this case is referred to as
the ‘perfect’ controller, since it provides all the advantages of direct momentum transfer without the
unwanted heating of the boundary-layer. These results provide an upper bound for the expected
performance of a magnetically-driven gliding-arc discharge controller.

The second case is the consistent with the ‘perfect’ controller, except the actuator is pulsed
at a frequency of 27 kHz and a 50% duty-cycle. This frequency corresponds to the time it take
for the inviscid flow to traverse a distance equal to the boundary layer height at = 60. Pulsing
the actuator at a 50% duty-cycle is advantageous for practical applications because it reduces the
overall power consumption by a half. It addition, subsonic simulations of airfoil flow control by
Rizzetta and Visbal?> have shown that pulsing the actuator can achieve the same effect as leaving
the actuator continuously on. This scenario is referred as the ‘pulsed’ controller.

The third situation is a more realistic representation of the actual plasma-based flow controller,
which includes Joule heating effects. As such, the reversible work is appropriately accounted for in
the total energy equation and a small amount of the Joule heating is also added _# = 0.025. The
average value of the non-dimensional reversible work was determined to be 0.075 for the ‘perfect’
controller, so this amount of Joule heating corresponds to thermal efficiency of about 2.5%. This
scenario has the force and energy deposition constantly on and is referred as the ‘real’ controller.

Figure. 15 shows the time-mean, spanwise-averaged skin-friction coefficient for all three con-
troller along with the baseline results. As seen in the figure, the ‘perfect’ controller performs the
best, by reducing the separation length by more than 75%. The other two cases achieve similar
results, with each controller achieving nearly 50% reduction in separation length. However, the
‘pulsed’ case used half the power compared to the ‘perfect’ or ‘real’ scenarios, so if the controller’s
efficiency is determined as the reduction in separation length normalized by power used, the ‘pulsed’
controller is the most efficient. All three controllers show increase in the skin-friction in the region
of the controller (66.5 <z < 71.5), since the magnetic force accelerates the near-wall flow.

0.003 -
3 | |
- |
0.002 [~ |
i |
0.001 F ' |
— i | |
© I | |
oF---+V-Wtbd/VS-------"-"""""""-"-"-—-
3 |
i | baseline
-0.001 |- — 'perfect’ controller
L | e ’pulsed’ controller
i I m——'real” controller
20.002 L A L L 1 1 L1 L
60 70 80 90 100 110

Figure 15. Spanwise-averaged mean skin friction coefficient for the various control strategies.

As expected, the reduction in the size of the separated region is caused by the local acceleration
of the flow near the nominal separation point of the baseline flow. Since the flow speed locally

Approved for public release; distribution unlimited.
21 of 29

American Institute of Aeronautics and Astronautics

71



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2012-2700

increases in the streamwise direction, it does not slow sufficiently to be affected or entrained by the
recirculating region. This can be seen in Fig. 16 which shows the Q-criterion for the ‘perfect’ control
case. Close examination of the turbulent structures just upstream of the separation compared to
the structures seen in Fig. 12, shows that the structures are more organized and aligned with the
streamwise direction. In addition, the structures have a much higher velocity (as is evident by the
red coloring). Consistent with the baseline case, once the flow travels through the shock (and is
outside the influence of the controller), it slows and readjusts toward its new equilibrium turbulent
profile. It is also evident that the resulting shock structure has significantly changed with the
presence of the controller since the controller has reduced the extent of the separation. As a result,
the A-shock feet are much closer together and the shock is sharper.

Figure 16. An instantaneous iso-surface of the Q-criterion (Qcriterion = 4), which is colored by the
u-velocity and a planar contour of Mach number contours for the ‘perfect’ controller.

The time-mean temperature within the ‘perfect’ controller region drops as the flow is accel-
erated because the case does not modify the total energy equation (through the cancellation of
reversible work by Joule heating). As the temperature falls, so does the boundary-layer height,
and with the addition of streamwise momentum imparted by the controller, the boundary-layer
displacement thickness decreases which makes the flow less susceptible to separation. The ‘pulsed’
case demonstrates similar characteristics as the ‘perfect’ controller, except that the flow appears
to have sufficient time to recover during the period when the controller is off. In addition, the
50% duty cycle exerts less control since it uses half the power. The ‘real’ scenario always adds
energy directly in the region of the controller through Joule heating and reversible work. This heat
addition accumulates over the length of the controller and the boundary layer height grows, even
though the magnetic body force is accelerating the near-wall flow. Temperature contours for each
case are shown in Fig. 17.

Figure 17 also includes streamlines that highlight the mean flow behavior. As seen in Fig. 17(b),
the ‘perfect’ case has essentially eliminated the spanwise averaged time-mean recirculating core,
even though the skin-friction coefficient is negative over part of the range. The ‘pulsed’ and ‘real’
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Figure 17. Spanwise-average mean temperature contours and mean-flow velocity streamlines. The
streamlines have been terminated upstream of x = 71. The boundary-layer displacement thickness 6"

is also plotted above the flat-plate portion of each each plot.
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controllers in Figs. 17(c) and 17(d) both produce a significant reduction in the size and strength
of the recirculating bubble, though the recirculating core still exists in x = 75. As seen in the line
plots of %, also shown in Fig. 17 (above the temperature contours), the displacement thickness
starts to increase shortly after the end of the controller for these scenarios. As a result, the flow
becomes more susceptible to separation and does separate upstream of the ramp corner.

While the main purpose of the controller was to reduce the size of the time-mean separated
region, it was equally advantageous to eliminate the low frequency content from the separated
region. Figure 18, shows the PSD of TKE for the baseline case and the three controllers at three
locations: upstream of separation (¢ = 60), above the separated region (70 < ¢ < 80), and
downstream of re-attachment ({ = 100). A comparison between the plots shows that the total
turbulent kinetic energy is slightly higher for the controller cases over the separated region, which
corresponds to the additional momentum and energy added to the flow. This slight increase in
magnitude of TKE is not very significant since the shift to lower frequencies is not as large. In
addition, close evaluation of the downstream profiles shows the controller simulations has a lower
total TKE. This occurs because the separated region is much smaller for the controlled case, so the
larger structures associated with the recirculating flow have a reduced influence on the total TKE.
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Figure 18. Power spectral density of the turbulent kinetic energy versus frequency.

As seen in the baseline Fig. 18(a), the frequency spectra exhibit a shift to lower frequencies
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at the start of the separation (£ = 68). In addition, the spectra between 70 < & < 80 shows the
magnitude of the lower frequency range (f¢/Us < 0.1) increases as the spectra moves to lower
frequency and progresses farther along the separated region. The spectra flattens out after £ = 80,
which coincides with reattachment.

Figures 18(b), 18(c), and 18(d) show that all three of the controllers have eliminated the growth
of the lowest frequency content, as seen by flatter profiles and lower magnitudes. This observation
is most obvious between £ = 65 and £ = 70, but it is also anticipated since all three controllers
delayed separation beyond & = 70. In the ‘pulsed’ and ‘real’ cases, the extent of the time-mean
separation is still fairly extensive (see Fig. 15), so the PSD of TKE over the separated region has a
higher value than the ‘perfect’ controller. For the ‘perfect’ controller, the additional magnetic force
is sufficiently large to significantly minimize the amplification of the TKE due to the separation,
thus eliminating much of the broad-band amplification of the incoming boundary-layer PSD. Some
of the remaining amplification of the TKE is attributed to the shock. That said, all three controller
scenarios have a lower PSD magnitudes compare to the baseline for the post-shock flow, as seen by
looking at the curves for £ = 100 in Fig. 18.

A close examination of Fig. 18(c) shows that the pulsing frequency (i.e., 27 kHz), is not readily
apparent on the contour plot near & = 70. A detailed investigation relieved that the magnitude of
the incoming TKE profile was sufficiently large to mask the discrete signal. However, looking at the
PSD of pressure in Fig. 19 shows the pulsing frequency dominates the curve at the sampling location
above the controller (¢ = 70). Figure 19 shows that while the pulsing frequency dominates the curve
above the controller, the discrete frequency disappears at stations further downstream as the energy
from the pulsing frequency cascades into the surrounding frequencies. This is noteworthy because
it means the driving frequency of a pulsed controller scenario does not persist far downstream, so
its potential influence on the post-shock flow is inconsequential.
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Figure 19. Power spectral density of the pressure versus frequency for Mach 2.249 flow over a 24°
ramp using a magnetically-driven gliding-arc discharge pulsed at 27kHz and a 50% duty-cycle.

As seen in Figs. 15 and 17, the magnetically-driven gliding arc discharge is capable of reducing
the time-mean separation by locally accelerating the flow near the baseline separation. While
the additional force and energy does increase the overall power spectral density spectrum for the
‘pulsed’ and ‘real’ cases near the controller, the overall effect of the controller reduces the magnitude
of the total TKE downstream of the shock. In addition to reducing the separation length, all three

Approved for public release; distribution unlimited.
25 of 29

American Institute of Aeronautics and Astronautics

75



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2012-2700

controllers removed the lowest frequency content from the PSD spectra thus providing relieve to
the wall from localized fatigue loading which could lead to premature structural failure. Although
the ‘perfect’ controller demonstrates the greatest effect, the ‘pulsed’ strategy accomplished nearly
the same control while using half the power, thus making the ‘pulsed’ controller the most efficient.

V. Conclusions

A high-order compact difference scheme and third-order Roe scheme were used in a hybrid
approach to perform large eddy simulations for a Mach 2.249 turbulent flow over a 24° ramp
in order to investigate the effect of plasma-based flow control. The computational domain was
developed with a large flat-plate upstream of the ramp corner where a laminar boundary-layer
was perturbed to transition to turbulence through a counter-flow force bypass-transition method.
The fully turbulent boundary-layer was analyzed, and found to agree well with experiments and
other computational results. A grid study was performed and showed that each grid captured a
portion of the inertial energy range. Analysis of the frequency spectra showed a major shift to lower
frequency content as the flow moved over the separated region, though the spectra did not exhibit
a secondary ultra-low frequency mode that has been seen in some turbulent shock boundary-layer
interaction flows.

A magnetically-driven gliding-arc discharge actuator was modeled from a recent turbulent shock
boundary-layer interaction experiment and applied to the flow. A control strategy was developed
and explored some of the controller parameters. The first case assumed the reversible work created
by the magnetic body force momentum transfer was cancelled by Joule heating, which provided
the upper limit of the expected control authority in the actuator. The second scenario operated
with the same assumption except it pulsed the actuator at a frequency of 27 kHz and a 50% duty
cycle. A 50% duty cycle reduced the total power consumption of the actuator by a half. The
third case allowed for Joule heating and reversible work such that the mean thermal efficiency of
the actuator was 2.5%. The controllers were centered near the time-mean separation point and
extended across the entire span of the computational domain. All three controllers effectively
reduced the separation length, based on the skin-friction coefficient, with the first case reducing the
size by over 75%. The pulsed and 2.5% thermal efficiency controllers each reduced the separation
size by over 45%. The reduction in separated length coincided with the elimination of the lowest-
frequency energy content from the flow. Although the total turbulent kinetic energy increased
slightly near each of the controllers, the resultant flow achieved a lower total turbulent kinetic
energy downstream of the ramp due to advantageous effects provided by the controllers.

While the three controllers simulated yielded a significant reduction in the separation length,
the frequency spectra still exhibited a shift towards lower frequency, particularly over the remaining
separated region. The controller model has many parameters which could be investigated in future
studies in order to optimize the control strategy for reducing the detrimental effects of turbulent
shock boundary-layer interaction. This include changing the strength, location and size of the
controller, and exploring the use of multiple controllers that are pulsed at different phases with each
other. In addition, it may prove beneficial to explore finite-span controllers that would develop a
pair of vortical structures at each spanwise end of the actuator and would act to roll high-momentum
inviscid freestream flow into the boundary layer. It may also be useful to look at strategies where
the arc is driven by a nonuniform magnetic field.
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High-order implicit large-eddy simulations were performed for supersonic tur-
bulent ow over a 24 compression ramp. The interaction between the turbulent
ow and the corner led to a low-frequency, unsteady, shock-induced separation.
A magnetically-driven plasma-based ow controller was modeled and applied to
the ow to minimize the separated region and its adverse e ects. The controller
consisted of two streamwise separated segments pulsed 180 out of phase at a 50%
duty-cycle. The results show that this controller con guration was very e ective at
reducing the separation while only using 80% of the power reported for previous

studies.
Nomenclature

cf = skin-friction coe cient, 2 %—‘; .
J = transformation Jacobian
J = scale Joule heating parameter for the controller model
lsep = separation length
L = scale magnetic body-force vector for the controller model
M = Mach number
p = nondimensional static pressure
Pt = nondimensional compressible total pressure, p 1+ ( 1)M?=2 =D
Q = conserved variable vector
Re = Reynolds number, ua L=
t = nondimensional time
tp = nondimensional actuator fundamental period
u; Vv, w = nondimensional Cartean velocity components in the x;y; z directions
u = wall friction velocity , w= w
XYz = streamwise, normal, and spanwise directions in nondimensional Cartesian coordinates
y* = nondimensional wall distance, u y=

= boundary-layer height, 0:99 uq

st = value normalized by the inner length scale, su =

D computational coordinates R

compressible boundary-layer momentum thickness, 01 1731 (1 u=uq) dy
kinematic viscosity

= nondimensional density
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Subscript

vD = van Driest transformation?!
w = wall
1 = reference or freestream value

Superscript

= time-mean value

= lItered value

0 = uctuating component

N

I. Introduction

High-speed ight holds some of the most challenging unsolved problems in multidisciplinary
aerodynamic sciences. One of the most common, yet poorly understood, physical phenomenon
encountered in high speed ight is the interaction of shock waves with turbulent boundary layers,
which may result in a region of separated ow. Turbulent shock boundary-layer interaction (SBLI)
has practical implications in many high-speed applications since the pressure uctuations within
the unsteady separated region can lead to localized fatigue loading and the premature failure of the
structure. Moreover, work by Plotkin,? Poggie and Smits,® and Touber and Sandham?* indicated
that the separated region ampli ed the low-frequency disturbances, which may damage or decrease
performance to downstream subsystems.

In addition to localized fatigue loading, separated ow due to SBLI increases the boundary-layer
thickness, which decreases the cross-sectional area of the inviscid core for an internal ow path which
degrades inlet/isolator performance. The unfavorable characteristics of shock-induced separated

ow motivates research to better understand the physical mechanisms driving the phenomenon
and to identify suitable ways of mitigating or, preferably, to eliminate the region from the ow
path.

This paper presents large-eddy simulations (LES), to study turbulent SBLI with and without

ow control. The LES approach is used because direct numerical simulation (DNS) requires that
all length and time scales are fully resolved everywhere in the computational domain, a strict
requirement that is beyond the computational resources available for even the size and complexity
of the canonical scenario considered here. The LES approach is predicated on the assumption
that turbulent kinetic energy is transferred from large to small scales in the energy cascade, and
that intercepting the energy ow in the inertial subrange is equivalent to resolving the smaller
scales on which energy dissipation physically occurs. As such, LES accurately resolves all length
and time-scales down to the inertial subrange everywhere in the computational domain, and then
relies on a subgrid-scale (SGS) model, or a Itering procedure to model the energy cascade to the
smaller, under-resolved, scales. It is also possible to dissipate the energy from the inertial subrange
as a direct result of the inherent dissipation of the numerical method. In those simulations, the
numerics do not require an SGS model or Iter and, thus, are sometimes referred to as direct
simulation or DNS in the literature. Those numerical simulations do not resolve all the time and
length scales everywhere in the ow, so they are regarded as LES or implicit-LES in this work since
the dissipation of energy from the cascade occurs on scales larger than the Kolmogorov scale for most
of the computational domain. Regardless of semantics, LES has the bene t of less stringent grid
and time-scale requirements, while still providing physically-accurate results. The LES approach
is widely accepted and employed in the turbulence community,® because it allows for the study of
a much wider range of problems that can currently be addressed using DNS.5{11
The present work explores the interaction of a turbulent boundary-layer with a compression
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corner, as illustrated in Fig. 1. This canonical problem has been studied numerically by several
researchers, including work by Adams,!? Rizzetta et al.,> 13 Loginov et al.,'* Wu and P. Mart n,*®
Muppidi and Mahesh,'® Priebe and Pino Mart n,1”-® and Grilli et al.'® All these previous com-
putational studies correspond to a freestream Mach number near 2.9, while this study explored a
freestream Mach number of 2.25. The lower Mach number and the large ramp angle of 24 vyielded
a larger separated region than those observed in the aforementioned studies, so the loading levels
near separation were more pronounced and changes in separation length due to the controller were
more apparent.

Figure 1. Flow over a 24 compression corner at Mach 2.25.

Based on experimental work, Selig and Smits?® suggested that the shock unsteadiness found

in Mach 3 turbulent ow over a 24 compression corner was partially driven by the large-scale

uctuations in the separated region. From this observation, Dolling?! hypothesized that a signi cant

reduction in the separated ow length-scales would probably reduce the loading levels found near
separation.

Traditionally, boundary-layer bleed has been used to siphon-o the separated ow. Micro vortex
generators (VGs) have also been studied for ow control as they entrain high-momentum inviscid

ow into the boundary-layer.?? While these methods successfully reduced the extent of separation,
loss of mass- ow, power requirements, and plumbing constraints regarding bleed and challenges
with o -design conditions for micro VGs have motivated research in active control methods. In
particular, more recent experimental work has explored controllers that operate without mass trans-
fer, using a plasma-based mechanism.?3{?> These plasma-based devices are advantageous because
they have no moving parts, have a minimal aero-thermal penalty when they are not operating,
do not require plumbing or uid supply, have a response time that can match characteristic ow
time-scales, and, thus, provide on-demand control.

This paper continues previous work?® which investigated a turbulent shock boundary-layer in-
teraction, and explored a the e ect of a magnetically-driven gliding-discharge controller for reducing
the length of the separated region. In the previous work,?8 three di erent control strategies were
explored, all of which used a single controller segment. The rst case neglected the energy deposi-
tion and was constantly active, thereby providing the upper bounds for the expected level of control
provided by the controller system (i.e., perfect). The second also neglected energy deposition from
the controller, but was pulsed at a 50% duty-cycle and a Strouhal number of 0.28 to investigate
the ow’s response while the controller was inactive (pulsed). The third was constantly active and
included energy deposition to quantify heating e ects from the controller (real). In each scenario,
the controller was found to substantially reduce the separation length and, consequently, reduce
the total turbulent kinetic energy (TKE) downstream of the compression corner.

In the current work, additional analysis of the baseline ow was performed using a signi cantly
longer time history. The additional data allowed for better resolution of the low-frequency oscilla-
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tions observed near separation. In addition, results from a computational domain with twice the
spanwise extent were compared with the nominal grid. The solution con rmed that the nominal
grid had su cient resolution and spanwise extent to minimize the in uence of the spanwise-periodic
boundary conditions. Finally, a new ow controller con guration was explored to further reduce
the extent of separation. The controller consisted of two streamwise-separated segments, pulsed
180 out of phase with each other, at a 50% duty-cycle. The rst segment was located upstream of
separation, while the second was positioned within the separated region. The results show the new
con guration was very e ective at reducing the separation length, which improved the downstream

ow quality to a level consistent with a single controller strategy, while using 80% of the power
used in the previous computational controller strategies.?®

1. Numerical Method

Flow- eld results were obtained using a time-accurate three-dimensional compressible Navier-
Stokes solver known as FDL3DI,?” which has been widely used in previous calculations for both
steady and unsteady, subsonic and supersonic ows.28{33 The governing equations were transformed
from Cartesian coordinates (X, y, and z) into a general time-dependent curvilinear coordinate sys-
tem ( ; ,and ), that was recast in strong conservation-law form. The variables in the compressible
governing equations were nondimensionalized by their respective reference values, except for pres-
sure which was nondimensionalized by 1 u% . The Sutherland law for the molecular viscosity, the
perfect gas relationship, and a constant Prandtl number (Pr = 0:72), were also employed.

The basic algorithm employed the Beam-Warming approximate factorization,* which was run
using 3 sub-iterations in the present simulations to maintain temporal accuracy since the implicit
portion of the factorization was solved in diagonalized form. A compact-di erence scheme was used,
based on the pentadiagonal system by Lele.3®> Speci cally, FDL3DI uses a sixth-order centered
implicit-di erence operator on the compact stencil, thus reducing discretization error. In one-
dimension, the nite di erence approximation (fio) to the rst derivative (éﬁ(xi)) at the node i is
evaluated by solving a tridiagonal system of the form:

1
3

1 14 fiv1 £ 1 1 fivo T
fi01+fi0+§fi0+1=§( s 5 I )+§( s 7 ~<) (@)

The scheme was adapted by Visbal and Gaitonde®® as an implicit iterative time-marching
technique. It was used in conjunction with a low-pass Pade-type non-dispersive spatial Iter, which
was incorporated by Gaitonde et al.3” Use of the Iter has been shown to be superior to the use
of explicitly added arti cial dissipation for maintaining both stability and accuracy on stretched
curvilinear meshes.®® The Iter was applied to the solution vector (Q) sequentially, in each of the
three computational directions, after each sub-iteration, and was implemented in one dimension as:

X
fQi 1+ Qi+ Qi = a7n(Qi+n+Qi n) )

n=0
where @ designates the Itered value of Q. The Iter regularizes poorly-resolved features at the
grid scale. Equation (2) represents a one-parameter family of eighth-order Iters. The numerical
values for a,, are available in Ref. 27. The Iter coe cient ( ), is a freely adjustable parameter that
determines sharpness of the Iter cuto and was set to 0.3 for the eighth-order Iter terms and 0.45
for all lower-order terms in the current work. Note that the Itering technique may be interpreted
as an approximate deconvolution SGS model,®® which is based upon a truncated series expansion of
the inverse Iter operator for the un Itered ow- eld equations. Mathew et al.3® have shown that
Itering provides a mathematically consistent approximation of unresolved terms arising from any
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type of nonlinearity. Filtering regularizes the solution and generates virtual SGS model terms that
are equivalent to those of an approximate deconvolution. As such, the methodology in FDL3DI
permits a seamless transition from LES to DNS as the resolution is increased.

It is important to note that the spatial Iter associated with the high-order compact scheme may
produce spurious oscillations in the vicinity of strong shocks that could prove detrimental to the
solver’s stability. To overcome this potential pitfall, a 3" order Roe ux-di erence scheme*® with
the van Albada ux limiter*! was employed near shocks. This hybrid approach was developed and
successfully used in previous studies of a supersonic turbulent compression-corner.13:26 During each
sub-iteration of the solver, the shock location was identi ed using the pressure gradient detector
developed by Swanson and Turkel.*? Once the shock was located, a 5-point stencil was established
around the shock, and the inviscid uxes where computed using the Roe scheme. Because of the
upwind nature of the Roe scheme, the Itering technique was not applied within the stencil.

The hybrid approach allowed the high-order compact-di erence scheme to capture the ne-scale
structures in the shock-free regions of the turbulent ow, while the Roe scheme accurately modeled
the shock. Due to the high sensitivity of the shock detector, the Roe scheme was only applied in
the inviscid region of the ow. Additional details about the hybrid code are available in Ref. 26.

I1l. Computational Setup and Development of the Turbulent In ow

This work explored the interaction of a turbulent supersonic boundary-layer ow over a com-
pression corner. Reference conditions for the scenario are listed in Table 1, which were developed
from a 1955 experiment by Shutts et al. (Case 55010501 compiled by Fernholz and Findley)*? and
were consistent with previous work.28

Table 1. Flow conditions for Mach 2.25 air ow over a at plate.

Parameter Value

M 2.249
Uq 588 m=s
T1 169.4 K
Tw 3222 K

p 23,830 Pa

Re=m 25 10 m!

Re 2930-5300

Since FDL3DI uses nondimensional variables, the reference variables used were: * = 6:096 10 4
m, ug = 588 mss, Mg = 2:249, and Re« = 15;240. In the analysis of the results that follow, the
solution ow variables were decomposed into time-mean values and uctuating components (i.e.,
u=u+ U, where u is the time-mean value and U’ is the uctuating component).

The in ow boundary was speci ed using a solution to the compressible laminar boundary-
layer equations,* with the in ow boundary-layer height ( ) scaled to the reference length (*) and
freestream conditions applied outside the boundary-layer. An extrapolated upper-boundary con-
dition was used to accommodate the growing boundary-layer which transitioned from laminar to
fully turbulent on the at plate portion of the computational domain. Spanwise-periodic boundary
conditions maintained high-order di erencing and Itering viaa ve grid-point overlap. An extrap-
olated boundary condition was used at the exit boundary. Along the wall surface, a no-slip velocity
boundary condition was imposed with an isothermal wall set to the nominal adiabatic wall tem-
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perature speci ed in Table 1. The surface pressure was computed by enforcing a zero wall-normal
derivative to third-order spatial accuracy. Figure 2 illustrates the boundary conditions employed.

Y
‘ O
//X
5 X

Sides
(periodic)

Wall
i = (no slip,isothermal)
nflow
(specified)

Figure 2. Boundary conditions for supersonic ow over a compression corner.

A structured grid, consistent with the * ne’ grid used previously,?® was employed for the present
work. The grid was used because a previous computational study?® veri ed the mean ow quantities
were consistent with experimental measurements and were converging with increased resolution. A
summary of the grid is outlined below, but additional discussion about its development, along with
the two coarser grids used in the grid study, is available in Ref. 26. The computational domain was
160 5° 25° (length width height), with the ramp corner located at x = 75, and consisted
of three parts, (Trip, Constant, and Bu er), as seen in Fig. 3.

100 -

75|

\

1 |IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIEll\\\\\\\\\\\\\\\\}}§\\\\ \

\
}}\\\‘\

25

0 |

Trip Constant x4

Figure 3. Schematic of the three regions of the computational domain.

The Trip region contained 130 streamwise grid points and initiated bypass-transition. Bypass-
transition was accomplished using a counter- ow body-force model developed by Mullenix et al.,*
which was consistent with the previous work.?® The Constant region had 1141 uniformly-spaced
streamwise grid points ( x; = 23:8), and was the primary region of interest since this region
was where the ow transitioned to fully turbulent, separated due to the SBLI, and, consequently,
employed the ow controller. The Bu er region contained 41 monotonically-stretched streamwise
points which transferred turbulent energy to higher spatial wave-numbers, where the spatial Iter
removed it from the computation before reaching the exit boundary condition. The existence of

uctuating quantities at an extrapolated boundary could lead to spurious oscillations being re ected

Approved for public release; distribution unlimited.
6 of 22 85

American Institute of Aeronautics and Astronautics



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2013-528

back into the computational domain.

The grid spacing in the normal direction was speci ed such that the rst point was 0:002¢
from the wall ( y,, = 0:48). The grid point distribution was monotonically stretched using 260
additional points and a hyperbolic tangent expansion. The distribution included 169 grid points
within the fully-developed turbulent boundary-layer, with a grid spacing of 0:038 “ at the outer edge
of the boundary layer ( y* = 9). The spanwise domain contained 277 uniformly-spaced points.
However, 4 of these points existed within the 5-point spanwise-periodic overlap region ( z,, = 4:3).
The grid contained 1312 261 277 = 94.9 million points.

Previous work*® demonstrated the grid was su ciently resolved for LES to capture the small-
scale structures present in a wall-bounded turbulent ow and the corresponding two-point autocor-
relations indicated that the spanwise extent of the domain was su ciently wide for the spanwise-
periodic boundary conditions used. However, to validate that the domain was su ciently wide, a
second grid, with identical resolution was developed, expect its spanwise extent was doubled. The
computational domain was 160 10° 2° (length  width height), contained 1312 261 549
= 188 million points, and is referred to as ‘double-wide’ in the results that follow.

IVV. Compression Ramp Results

For all cases presented in the current work, the solutions were obtained using a nondimensional
time-step t = 0:005, which resulted in t* = Re- (L‘f—l)2 (Y21) = 0:19. The simulations were
allowed to evolve for 3 ow-through lengths in order to allow the initial transients to propagate out
of the domain. A ow-through length is de ned as the time for the freestream ow to traverse the
resolved-portion of computational domain (110° or 22,000 iterations). Time-dependent data were
collected for at least 10 additional ow-through lengths with the time-mean quantities corresponding
to a time range of 10 ow-through lengths (220,000 iterations), unless otherwise noted.

Consistent with previous work,?® the counter- ow body-force bypass-transition model success-
fully transitioned the laminar in ow to fully turbulent, with both grids obtaining a fully-developed
equilibrium turbulent boundary-layer upstream of the SBLI. At x = 60°, the boundary-layer mo-
ment thickness, = 0:31° (Re = 4700), which was consistent with the momentum thickness
in the experiments by Shutts et al.** The streamwise velocity pro le was transformed using the
van Driest transformation® and nondimensionalized by the wall friction velocity (u* = uyp=u ).
The pro les were plotted versus the nondimensional inner length scale y* =y u = ,,. Figure 4
plots the van Driest transformed velocity in the near-wall region at x = 60° for both grids and
includes a numerical solution by Rai et al.*” In addition to the experimental measurements by
Shutts et al.,*® the experiment data set also included supersonic ow measurements of Elena and
LaCharme,*® which were collected under similar ow conditions using Laser Doppler Velocimetry
(LDV) and Hot-Wire Anemometry (HWA). The numerical solutions match both the inner layer and
logarithmic pro les. Note the ‘double-wide’ solution was nearly identical to the * ne’ grid solution,
which indicates that a computational domain 5 wide was su cient for the development of the fully
turbulent boundary-layer. Additional plots verifying the equilibrium turbulent boundary-layer are
available in Ref. 46.

Figure 5 plots surface contours of the time-mean spanwise-averaged skin-friction coe cient (Cf)
for both grids. Areas with a negative skin-friction coe cient indicate reverse ow, or separation.
The gure shows that doubling the spanwise extent of the domain did not change the size or
behavior of the separated region. The gure also shows pockets of unseparated ow that exist
within the time-mean separated region. As seen in the gure, separation occurred at x = 68, with
the ow reattaching near x = 79“, and a separation length of 11°.

The standard two-point autocorrelations along a line in the spanwise direction were computed.
Since spanwise-periodic boundary conditions were enforced, the two-point autocorrelations were
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Figure 4. Spanwise-average time-mean streamwise velocity pro les using the Van Driest transform
and normalized by friction velocity at x =60°.
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Figure 5. Time-mean contours of the skin-friction coe cient. The ramp corner is at x =75°.

generated by averaging individual two-point autocorrelation curves which were created by assuming
each point on the spanwise line was the center point. This procedure generated a smoother pro le
than just studying the two-point autocorrelation curve from the midspan point and was a valid
approach because of the spanwise homogeneity.

ul ul . L
Ruiy; = qﬁ for each spanwise point i
p Wy 3)
WUj = kdm i=1 "MUji kdm=2j:Uj

where kdm is the number of points in the span, u! and u% are the uctuating component of the
streamwise velocity at grid points i and j, respectfully. The over-bar indicates the time-mean of
the instantaneous uctuations was computed. A perfectly correlated solution would have a value
of one, while a perfectly un-correlated solution has a value of zero. A negative value means the
two points are still correlated, but the uctuations are going in opposite directions. Figure 6 plots
the two-point autocorrelations for each of the velocity components and pressure uctuations as a
function of the distance from the spanwise midpoint at various streamwise locations.

As seen in the gures, the u-velocity correlation goes sightly negative near the midspan. This
suggests that small vortical structures, with a spanwise orientation, existed in the instantaneous
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Figure 6. Two-point autocorrelations of the velocity components and pressure uctuations versus
distance from the midspan for both grids.

boundary layer. Likewise, w-velocity correlation also became slightly negative near the midspan,
indicating the small structures have a nite width and their orientation contained a streamwise
component. The v-velocity did not exhibit much variation outside the initial peak and was very
insensitive to spanwise extent. It is worth noting that the pressure uctuations required a wider
domain to de-correlate from the time-mean midspan ow. It is also clear that the * ne’ grid curves
were consistent with the ‘double-wide’ solutions throughout most of the spanwise extent and only
start to deviate during the last 1:0° from the spanwise edge of the domain.

Figures 7 and 8 show contours of the two-point autocorrelations near the corner of the ramp
for both u-velocity and pressure, respectively. As seen in the gures, the behavior of the two-
point autocorrelations was consistent between the narrow and wide span solutions throughout
the streamwise extent of the domain, and not just at the discrete locations illustrated in Fig. 6.
However, the contours plots do highlight the slight inconsistency between the two grids, particularly
downstream of reattachment.
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Figure 7. Contours of the two-point autocorrelations of u-velocity uctuations ( =1).

As seen in the Fig. 7, the two-point correlations were negatively-correlated near the spanwise
edge (x > 85“) on the ne grid only, while Fig. 8 shows the pressure uctuations retained a higher
positive correlation in the same area for the narrower ‘* ne’ grid. This discrepancy was partially
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due to an increase in ow Reynolds number downstream of the shock, which requires a wider
spanwise domain to accommodate the non-equilibrium turbulent boundary-layer. Nonetheless, the
deviation downstream of reattachment was minor. As such, the spanwise extent of the ’ ne’ grid
was su cient for the present work, so the * ne’ grid was employed in the remaining analysis.
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Figure 8. Contours of the two-point autocorrelations of pressure uctuations ( =1).

Surface pressure measurements are one of the easier measurements to obtain experimentally in
a SBLI, and so, are an important quantity to study. Figure 9 shows the time-history of the instan-
taneous pressure at a few surface locations in the incoming boundary layer and near separation.
Each pressure time-history trace also includes the time-mean wall pressure as a dashed line. The
traces plotted show very little indication that the shock front had moved upstream of x = 65 dur-
ing any point in the time-history. However, the gure clearly shows the ow has traveled through
the unsteady-shock and, thus, separated by x = 70, although the pressure-time history at that
location does contain more scatter. The zone between these locations is where the unsteady-shock
oscillations occurred, and is commonly referred to as the intermittent region.*® As seen in the
pressure-time history at x = 68, the pressure rapidly increases, which is followed by slower decay.
The behavior is consistent with that observed by Dolling and Murphy.*

The behavior of the shock in the intermittent region is also observed by exploring the higher-
order moments of the pressure signal. Skewness, Eq. (4), is a measure of the asymmetry of the
data around the sample mean, while kurtosis, Eqg. (5), indicates the atness or peakedness of the
probability distribution function (i.e., the heaviness of the probability distribution function’s tail).
A normal Gaussian distribution would have a skewness of 0 and a kurtosis of 3.

P
o j =1 (Pit po)° 4
T L‘ll Pn 23 ( )
= =1 (it pi)
P
- ey (" pi)*
= gt - (5)
not=1 (it pi)

where n is the number of iterations in the pressure-time history, and pjt is the instantaneous pressure
at point i for time t. Figure 10 plots the higher-order moments of the surface pressure uctuations.
It is important to note that higher-moment statistics require more data to converge. While the
skin-friction coe cient is commonly used to de ne the separation and reattachment points, the
skewness and kurtosis can also indicate where separation and reattachment occur. As seen in the
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Figure 9. Midspan surface-pressure time-histories near separation.
(t = 2750 corresponds to 25 ow-through lengths or 550,000 iterations)

gures, the solutions did not exhibit a lot of variation between 10 ow-through lengths and 20 ow-
through lengths, which indicates that a time-history of 10 ow-through lengths was su ciently long
to examine these statistics. As seen in Fig. 10(d), the ow upstream of separation (i.e., X < 65¢)
has a Kurtosis greater than 3 (i.e., leptokurtic). This means the distribution function of pressure

uctuations in the turbulent boundary-layer had long tails. This is the result of small turbulent
structures that develop and breakdown in the incoming boundary layer which were observed as
acoustic disturbances in the surface pressure.

As seen in Fig. 10(b), a peak in the standard deviation occurred at x = 69°, which was
1:0° downstream of the separation location predicted by the skin-friction coe cient in Fig. 5.
However, the skewness and kurtosis, Figs. 10(c) and 10(d), show a peak at x = 68 and x =
68:2°, respectively. Interestingly, the skewness does exhibits a secondary bend in the curve at
X = 67, though this behavior may disappear with additional time-history. While the higher-order
moments were consistent with the skin-friction coe cient when identifying the separation point,
they dramatically overestimated reattachment, whereas the standard deviation underestimated the
reattachment location. The second peak in Fig. 10(b) occurred at x = 77:9“, which was 1:0“ shorter
than the reattachment point predicted by the skin-friction coe cient. Likewise, both the skewness
and kurtosis exhibited a peak associated with reattachment at x = 82:5°, making the separation
length 3:5° longer when estimated from higher-order moments of the surface pressure uctuations
(an increase in the separation length by over 30%). This disagreement highlights the importance
of considering several di erent measurements to de ne separation and reattachment.

Figure 11 plots the power spectral density (PSD) of the surface pressure uctuations at various
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Figure 10. Midspan surface-pressure uctuation statistics for Mach 2.25 air ow over a 24 ramp.

streamwise locations in the rst sub gure and several locations near the separation point in the
second. The PSD curves were developed using the standard approach as outlined in Ref. 50. At
each spanwise location, a Hanning window was applied to suppress side-lobe leakage. A window
length of 5 ow-through lengths was used with a 50% overlap of the raw signal. The raw signal had
a time-history that was 25 ow-through lengths long (550,000 iterations), so the results shown were
averaged from 9 solutions. Averaging multiple solutions removes noise from the solution, making
important frequencies more apparent.

As seen in the gures, the PSD shows a rapid increase in the low frequency content near
f “‘=uq = 0:004. However, the separation length was 11 based on the skin-friction coe cient, so
the low-frequency peak occurred at a Strouhal number based on the separation length of 0.044
(Stsep = Tfsep=uq = 0:044). This is consistent with the ultra-low frequency content typically
observed in experiments, where the low-frequency peak occurred a Strouhal number based on the
separation length near 0.03.21 As seen in Fig. 11(b), the pressure uctuations near the beginning of
the intermittent zone had a slope of -1 (as indicated by the thin dashed black line), but the slope got
steeper as the ow progressed through the zone. Once the ow was well into the separated region,
the low-frequency peak in the pressure spectra di used into the surround frequencies and was no
longer observed, as seen the x = 75° curve in Fig. 11(a). In addition, the pressure uctuations
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Figure 11. Power spectral density of surface pressure uctuations at the midspan.

downstream of the unsteady-shock were dominated by the broad-band increase in the spectra due
to the shock.

V. Control

Following previous work,?® a model magnetically-driven surface-discharge actuator was posi-
tioned on the at plate just upstream of separation to reduce the extent of separation length
caused by the turbulent SBLI. The actuator imparted streamwise momentum into the boundary-
layer, which suppressed separation by increasing the fullness of the u-velocity pro le and decreased
the boundary-layer displacement thickness. The actuator model parameters used in the present
study were based on the experimental work of Karla et al.?®> and were consistent with the previous
study,?® which explored 3 di erent controller strategies mentioned in the Introduction. Figure 12
shows a conceptual drawing of the controller.

R I\A/Iagﬂetli fleIAd R \%
[ O I I y
I I I z

Flow /_ Force =Jx B Flow Joule Heating Force (L),
> r (B) -
e P Ry
flat plate 1 flat plate J $2b
L L
(a) Physical con guration (b) Idealized actuator model.

Figure 12. Illustration of the gliding surface-discharge.

The present work used a phenomenological model of the force and energy deposition that was
similar to that used in the Reynolds-averaged calculations of Atkinson et al.>> A time-mean repre-
sentation of the actuator was used because in the externally applied magnet used in the experiment??
accelerated the surface-discharge to a speed many times faster than the bulk velocity.®? In addition,
the time-scales of the plasma were several orders of magnitude smaller that the characteristic ow
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time of the uid, so the actuator was incorporated in the uid equations via time-mean source
terms.® A hyper-Gaussian function was used to describe the deposition volume density function,
which provided a mathematical representation of the shape of the time-mean plasma-column and
the deposition density within the column:

Va = &5 Fy) i
N . 10 . 10 (6)
f(xy) = exp XX L te

where a and b represent the ellipsoidal radii w the x and y directions, X; and y. represent the center
of the ellipse, and K is a constant such that ~ ~; Vgdxdy = 1. The model provided a nearly uniform
the deposition rate within the volume (i.e., f (x y) 1), yet smoothly and rapidly decayed to zero
outside the region. The controller model accounted for both the time-mean magnetic body-force
and Joule heating, as indicated in Eq. (7):

2 3

Lx
Ly (7
L,

uLx+vbLy+wlL,+3J

i
Il
L.‘Q_<

where S¢ is the source term added to the right-hand side of the conservation equations, J is
the transformation Jacobian, and Vg is the deposition volume density described in Eq. (6). The
components of the nondimensional magnetic body-force vector, Ly, Ly, and L., are proportional to
the cross product of the current and the magnetic eld produced by the magnetically-drive discharge
controller. The modi ed total energy equation included both the reversible work (uLx+VvLy+wL;),
and Joule heating, J , which re ects the direct thermalization of the electrical power. Joule heating,
occurs when directed electron motion in the plasma is randomized into heat via electron-neutrals
collisions. An energy exchange, primarily in vibrational modes of the neutral nitrogen molecules,>
occurs as a result of these collisions. Some of these excited vibrational states quickly relax to
equilibrium (i.e., direct thermalization), while the remaining states do not relax before leaving the
computational domain and, thus, were not accounted for in the present calculations.

The controller strategy in the current work explored the in uence of having to two separate
controller segments that were separated in the streamwise direction by a nite length of 0:5°. The
controllers were pulsed at a Strouhal number St= f‘=uq = 0:75. Previous work?® had shown
that pulsing a single controller pulsed at a St = 0.28 was su ciently high to prevent the ow from
readjusting to its baseline position between pulses, so it was anticipated that the ow would respond
in a similarly manner (even with the two segments pulsed 180 out of phase with each other).

The rst segment was centered at x = 68°, y = 0:1“, and had a streamwise length of 4°
(Xc = 68°, yc = 0:1°, and a = 2°). The controller volume was uniform across the span and had
a normal extent of 0:08“ (b = 0:04°). Since the hyper-Gaussian function in Eq. (6) was used to
prescribe the plasma column, the total volume of the controller was very nearly 2a 2b 5° = 1:6*3,
which was 80% of the volume of the controllers considered in the previous work.2%

The second segment was the same size, but was centered at x = 72:5° (Xc = 72:5%, y. = 0:1°¢,
a=2‘and b =0:04%). This meant that neither controller was present in the streamwise domain
between x = 70 and x = 70:5*. In the previous work,?® the total force and energy deposited into
the control volume was set to be consistent with the estimated force and energy deposition used in
the experiment by Kalra et. al.?3 Since the volume of each controller segment used in the current
work was 20% smaller than the previous study, the total force and Joule heating deposited were
also reduce by 20% (i.e., Lx = 0:06 and J = 0:02 for the present calculations). This kept the force
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and energy deposition density consistent between current and previous investigation.?® Note that
the momentum was only added to the streamwise direction, which was consistent with the previous
work.?® Figure 13 illustrates of the 2 segment controller strategy.

Y Segment Yia Segment
N #1 <> #2
z

Yaa

Joule Heating (_#) Joule Heating (%)
Flow A Force (L) Force (L)
>
2a y 2a
E flat plate $ 2b 321?
[

Figure 13. lllustration of the 2 segment controller strategy.

The two controller segments were pulsed at a St= f‘zuq = 0:75, which was expected to be
su ciently high to prevent the local ow- eld from recovering between pulses. To keep the total
and peak power required at a level equal to 80% of the power used in the previous study,?® the two
segments were pulsed 180 out of phase with each other, as illustrated in Fig. 14. In the gure, t, is
the nondimensional actuator fundamental period, which was set to 270 iterations. The amplitude in
the gure is the scalar fraction used to modulate the force and energy deposition for each segment
of the 2-segment controller system.

1 P ICEREEEEEE \

[} 08 [
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206}
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g 0.4

< 02t segment #1|
BN N segment #2|

" 1 L L L 3
00 0.2 04 t/t 06 0.8 1
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Figure 14. Amplitude of each controller segment versus time for the pulse period.

Consistent with the previous study,?® the current controller strategy reduced in the size of the
separated region, which was the result of local streamwise acceleration of the ow near the baseline
separation. Figure 15(b) which shows the Q-criterion for both the baseline and the controller
scenarios. In addition, the gure includes a planar contour of the instantaneous nondimensional
pressure to highlight the unsteady-shock front. Note the instantaneous images were not taken at
the same time instance, but rather were chosen to emphasize the di erences observed between the
two scenarios.

In addition to the signi cant reduction in the size of the separated region, which was highlighted
by the blue-colored structures, a close examination of the turbulent structures above the rst
controller segment show that the structures were slightly elongated in the streamwise direction and
have increased in streamwise velocity. The second controller segment existed downstream of the
shock front and within the instantaneous separated region. Here, the turbulent structures in that
area were less in uenced by the controller’s streamwise momentum addition. This was partially
due to the reverse ow upstream of the the ramp corner, which formed in order to minimize the
entropy jump through the shock by generating a shallower shock angle at the shock foot. As such,
the streamwise momentum added by the second segment was working against a primarily-reversed

ow, and would need additional strength to fully eliminate the recirculation region. However, it is
worth noting that the reversible work done by the second controller actually removed some energy
from the domain due to the negative streamwise velocity (i.e., reversible work= u Lx < 0, when
u < 0). In both the baseline and control scenarios, once the ow traveled through the shock
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Figure 15. An instantaneous iso-surface of the Q-criterion colored by the u-velocity and a planar
contour of pressure to identify the shock.

(and was outside the in uence of the controller), it slowed and started readjusting toward its new
equilibrium turbulent boundary-layer.

Figure 16 plots the span-averaged time-mean skin friction coe cient near the corner with and
without control. The rst subplot, Fig. 16(a) shows the skin-friction coe cient from the 3 previous
control strategies,?® all of which used a single controller segment. As previously mentioned in the
Introduction, the rst of the 3 previous scenarios neglected the energy deposition and was constantly
active (perfect). The second also neglected the energy deposition from the controller, but was pulsed
at St= 0:28 and a 50% duty-cycle (pulsed), while the third included energy deposition and was
constantly-active (real). Note that the previous controllers strategies had a plasma-column that
was 20% longer in the streamwise direction, and, thus, required 20% more power (except for the
pulsed scenario due to the 50% duty-cycle).

i /)
0.002 '\ﬁ/‘ [ 0.002
0.001 ] || 0.001
Sob ] o
or----v ts,f------------------- 0
r baseline F
-0.001 - 1E — — — perfect controller -0.001 _
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T R real controller T 2 segment controller
0002 ——mm 0002 ————— )
7 1 11 7 1 11
00 Cédntrcg)ller 80 x g %0 00 0 00 antr()o ers 80 x ] 20 00 0
(@) Previous work?® (b) Current strategy

Figure 16. Spanwise-average mean skin friction coe cient with and without control.

Figure 16(b) plots the span-averaged time-mean skin friction coe cient for the two segment
controller (2 segment), investigated in the current work. As seen in the gure, the ow separated
soon after the end of the rst controller segment, which was consistent with the 3 previous scenarios
shown in Fig. 16(a). However, the second controller segment was able to provide su cient stream-
wise momentum to reattach the ow near the ramp corner. Unfortunately, the ow separated
again, soon after the end of second controller segment, which created a small secondary separated
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region. Nonetheless, the rst segment delayed separation to x = 70° and the rst reattachment
point occurred near X = 75“, making the time-mean spanwise-averaged separation length 5, which
was a reduction in the separation length by 55%. As a comparison, the real controller,?® was able
to reduce the separation length by only 45% and required 20% more power. Note that both the 2
segment and real controller strategies accounted for the controller’s energy deposition.

The PSD of TKE and pressure uctuations were computed at various streamwise locations at
a distance of 1:0° normal from the surface. Since the upstream boundary-layer height was 1:7°,
the location corresponds to about 60% of boundary-layer height ( ). Figures 17 and 18 show the
resultant plots for a window length of 10 ow-through lengths. Note that for both the baseline and
control scenario, only the rst 10 ow-through lengths of time-history were used, even though the
baseline ow has 25 ow-through lengths available. As seen in the gures, the controller strategy
was able to delay separation beyond x = 70°. Figure 18(b) shows the pulsing frequency in the
pressure uctuations as a discrete spike in the energy content at St=0.75. However, the sub-
harmonics of the frequency were not visible and the discrete frequency was not observed in the
PSD of TKE plot shown in Fig. 17(b).
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< :
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Figure 17. Spanwise-averaged PSD of TKE versus normalized frequency at various streamwise loca-
tions 1:0° above the surface.

While the PSD of pressure in Fig. 18(b) clearly shows that separation was delayed beyond
x = 70¢, a low-frequency spike still existed in the spectra near a St = 0.02. This peak indicates
that the intermittent zone includes x = 70“ with the controller active. While the control strategy
was unable to eliminate the low-frequency peak, it did shift the peak frequency by a factor of 5.
The movement of the peak to a higher frequency may mitigate potential damage to the underlying
structure depending on its natural frequency. Consistent with previous work,?® downstream of
reattachment (i.e., x > 85°), the PSD of TKE plots in Fig. 17 show the controller has a lower total
TKE and that there is less energy associated with the pressure uctuations in Fig. 18. This result
occurred because the time-mean separation length decreased, so the ow was less in uenced by the
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frequency-selective ampli er associated with the separated ow.
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Figure 18. Spanwise-averaged PSD of pressure uctuations versus normalized frequency at various
locations 1:0 above the surface.

Figure 19 plots the higher-moment statistics for the surface pressure uctuations from both the
two segment controller scenario and the baseline case for a pressure-time history of 10 ow-through
lengths (220,000 iterations). Consistent with the plot of spanwise-average time-mean skin-friction,
the two segment controller signi cantly shrank the separation length, as seen in the standard
deviation of wall pressure uctuations shown in Fig. 19(b). While the second controller segment
was not as successful at reattaching the ow, its presence was observed in the plot of skewness, Fig.
19(c) which shows 2 peak near the separation point. The two peaks correspond with each of the
two controller segments. The reattachment location is less obvious, with the higher-moment plots
generating a lot of noise in that region, thus making it impractical to use the higher-order moments
of the pressure uctuations to predict the either the reattachment or secondary separation. It
is also important to note that the secondary separation was not indicated in either the mean or
standard deviation of the wall pressure measurements.

Using the spanwise-averaged time-mean solutions, the total TKE at a given streamW|seRIocat|0n
was computed by integrating the TKE along a line normal to the surface, total TKE = (uO

w2 +w°2)—2 d , where corresponds to the top boundary of the computational domain. The same

procedure was followed to estimate the average total pressure, pr =p 1+ ( 1)M?=2 =D , at
each streamwise location. @owever the average total pressure was limited to the rst5° from the
surface, average pr = =5 ' p¢ d , since the controller only a ects the rst few boundary-layer
thicknesses. The total pressure was evaluated because it is a critical parameter when designing an
internal ow-path of an air-breathing con guration. The total TKE and the average total pressure
were plotted versus distance along the wall in Fig. 20.

As seen in Fig. 20(a), the total TKE decreased monotonically with control. The average to-
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Figure 19. Midspan surface pressure uctuation statistics for Mach 2.25 air ow over a 24 compression
corner with and without a 2 segment controller.
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Figure 20. Integrated quantities versus distance along the geometry. The corner is at x = 75.

tal pressure was signi cantly higher throughout the ramp corner, but this improvement was less
impressive downstream of reattachment. The perfect controller exhibited the largest change in
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total pressure near the corner, but its steeper shock angle produced a greater entropy rise through
the shock and, consequently, a greater stagnation pressure loss downstream of reattachment. This
pressure loss allowed the ‘baseline’ scenario to achieve a slightly higher average total pressure by the
end of the computational domain. The three other control scenarios also mitigated the stagnation
pressure loss through the ramp corner, but maintained a shallower shock angle than the perfect
controller case. As such, less entropy was generated through the shock which provided a moderate
improvement to the average total pressure, even far downstream of reattachment.

V1. Conclusions

A high-order compact di erence scheme and third-order Roe scheme were used in a hybrid
approach to perform large eddy simulations for a Mach 2.25 turbulent ow over a 24 ramp in
order to investigate the e ect of plasma-based ow control for turbulent shock boundary-layer
interaction. The computational domain included a large at plate upstream of the ramp corner,
where a laminar boundary-layer was perturbed to transition to turbulence through a counter- ow
body-force bypass-transition method. The fully turbulent boundary-layer was analyzed, and found
to agree well with experiments and other computational results. A second grid which doubled the
spanwise extent of the computational domain was studied. The results showed that the mean ow
experienced only minor di erences due to the wider computational domain, even downstream of
reattachment. Analysis of the frequency spectra showed a major increase in lower frequency content
as the ow moved through the separated region. A su ciently long time-history was collected, and
the results clearly showed the ultra-low frequency content that has been observed experimentally
in some turbulent shock boundary-layer interaction ows.

A model of a magnetically-driven surface-discharge actuator, based on recent experiments at
Princeton University Applied Physics Group, was applied to the ow. A control strategy was
developed that used 2 controller segments; one located upstream of separation, the other located
within the time-mean separated region. The two segment controller system was pulsed with a
Strouhal number of 0.75, a 50% duty-cycle, and a 180 phase shift between the two segments. The
two controller system used 80% of the estimated power used in the experiment and previous work,
but was found to still signi cantly delay separation. Consistent with previous work, the pulsing
frequency was found to be su ciently high such that the ow did not adjust between pulses and
the discrete driving frequency did not persist far downstream. The reduction in separated length
coincided with a shift of the lowest-frequency energy content and a lower total turbulent kinetic
energy in the ow. In addition, the total pressure downstream of reattachment was found to be
higher with control, which should increase the e ciency of downstream systems.
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Spectral Characteristics
of Separation Shock Unsteadiness

Jonathan Poggie,* Nicholas J. Bisek,! and Roger L. Kimmel*
Air Force Research Laboratory, Wright-Patterson AFB, OH 45433

Scott A. Stanfield?
Spectral Energies LLC, Dayton, OH 45431

Spectra of wall pressure fluctuations caused by separation shock unsteadiness were com-
pared for data obtained from wind tunnel experiments, the HIFiRE-1 flight test, and
large-eddy simulations. The results were found to be in generally good agreement, de-
spite varying Mach number and two orders of magnitude difference in Reynolds number.
Relatively good agreement was also obtained between these spectra and the predictions
of a theory developed by Plotkin, which depicts the separation shock unsteadiness as lin-
early damped Brownian motion. Further, the predictions of this theory are qualitatively
consistent with the results of experiments in which the shock motion was synchronized
to controlled perturbations. The results presented here support the idea that separation
unsteadiness has common features across a broad range of compressible flows.

I. Introduction

Shock-wave / boundary-layer interactions, or (more broadly) inviscid-viscous interactions, are at the
heart of many of the design difficulties associated with flight at high Mach number.! They occur wherever
the vehicle shape deviates from a simple, smooth surface. Such flows are typically characterized by flow
separation, large-scale unsteadiness, and extremely high heat transfer rates. They are the source of much of
the aero-thermo-acoustic load that a high-speed vehicle must resist.

The inherent complexity of shock-wave / boundary-layer interaction was recognized early on. In 1958
Trilling wrote “It is well known that most shock waves observed in wind tunnels and in flight are not steady”
(Ref. 2, p. 301), and in 1970 Green stated that “a geometrically two-dimensional experimental arrangement
can produce a highly three-dimensional flow” (Ref. 3, p. 260). To illustrate this point, Green’s Fig. 16(a)
shows a surface oil flow pattern, from a geometrically two-dimensional reflected shock experiment, that
displays the classic “owl face” pattern? of three-dimensional separation. The large-scale unsteadiness®’ and
the three-dimensionality® of these flows have continued to be emphasized in recent work, and connections
between them are beginning to be investigated.’

In the present paper, we focus on the large-scale unsteadiness of these interactions. This unsteadiness is
of particular concern in flight applications because the associated wall pressure fluctuations have significant
energy content'® between 10 Hz and 1000 Hz, which encompasses the range of typical resonant frequencies
of flat panels on high Mach number aircraft.!'?

Correlations for the form of the wall pressure fluctuation spectra are of interest for design against
fatigue loading. Further, reduced-order models of the separation unsteadiness can assist in design decisions,
and aid the development of feedback flow control systems. Here we attempt to quantify some the universal
features of the separation unsteadiness by examining data from wind tunnel experiments, flight test experi-
ments, and well-resolved large-eddy simulation. We compare the results to a reduced-order model of shock
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unsteadiness originally postulated by Plotkin,!* and recently derived from the integral momentum equa-
tion by Touber and Sandham.'® We begin by presenting a brief overview of research on separation shock
unsteadiness.

A. Experiments on Separation Unsteadiness

Although shock unsteadiness was noted by Bogdonoff'® in early flow visualisation experiments on separated
turbulent boundary layers, Kistler'” was apparently the first to make a systematic study of separation
shock unsteadiness. In a study of a forward-facing step flow, he observed an intermittent wall-pressure
signal, in which fluctuations due to turbulence in the incoming boundary layer and in the separation bubble
appeared alternately as the separation shock moved back and forth across a transducer mounted on the
wall ahead of the step. This behavior has now been observed in wind tunnel experiments for a variety of
experimental configurations at Mach 2-5, including diffusers, ramps, flares, sharp fins, and cylinders/blunt
fins.10:13: 1833 Gimilar results have also been obtained in experiments in quiet wind tunnel facilities®* and
in flight experiments.3®

The position of the separation shock foot has been inferred from the intermittency of the wall-pressure
signal using the nested boxcar conversion technique. (This is a method of signal analysis that determines the
time-history of the shock position from data obtained simultaneously from a streamwise array of pressure
transducers at the wall.3%) Statistics based on this technique indicate that, for a broad range of interac-
tions, the root-mean-square shock speed is Us /Uy =~ 0.03, and the maximum shock crossing frequency is
feLi/Us = 0.02, where L; is the length of the region where the intermittent pressure signal is observed.!?:32
This frequency is typically an order of magnitude lower than the characteristic frequency Us, /¢ of the large-
scale, organized structures in the incoming turbulent boundary layer. The spectrum of the shock position
time-history is monotonic, and most of the energy appears at relatively low frequency (below a few kHz). Fur-
ther, conditional cross-correlations and conditional averages, of wall pressure data based on shock position,
indicate that the separation bubble undergoes a coherent, large-scale expansion and contraction.3”>38

Although most of the energy in the shock motion is concentrated at relatively large length- and time-
scales, significant motion at smaller scales is also observed in experiments. Shock wrinkling, for example,
has been detected over a broad range of length scales using a spanwise array of pressure transducers.3%:40
Conditional averages of pressure fluctuations in the incoming boundary layer, based on shock motions down-
stream, have shown that d-scale organized structures are responsible for small-scale motions of the separation
shock foot, but no direct link has been found between the boundary layer structures and large-scale shock
motions.*!

Flow visualization techniques have provided a complement to fluctuating wall pressure measurements.
Kussoy et al.?? used cinematic shadow photography to visualize the large-scale motion of the separation
bubble and A-shock system in a three-dimensional separated flow. Simultaneous laser velocimetry and
measurements of wall-pressure fluctuations showed that the expansion and contraction of the recirculating
zone in the velocity field and the rise in wall pressure were synchronized with the motion of the front leg of
the A-shock system. The rear leg of the shock system was observed to move in the opposite direction from
the front leg, for an overall expansion and contraction motion.

Planar laser visualisation methods have revealed the smaller-scale shock distortion. In an early experiment
of this kind, Smith*? studied a compression ramp flow using Rayleigh scattering from nm-scale particles of
condensate. He noted both splitting of the separation shock and a tendency for the shock to wrap around
large-scale structures in the incoming turbulent boundary layer. Similar results were later obtained with this
technique in a variety of shock / boundary layer interactions,** 44 and related work, using direct seeding with
an ethanol fog, has been carried out.*® Imaging at MHz-rates of compression ramp flows at Mach 2.5 reveals
the distortion of the separation shock as large structures convect through it, and its subsequent return, after
the structures pass, to the position imposed by the background flow.6

A recent development in the field has been the experimental observation by Ganapathisubramani et
al.,*™49 through particle image velocimetry and laser scattering visualization, of structures in the incoming
turbulent boundary layer with an extremely long streamwise length scale, £ > 409. These elongated structures
seem to be correlated with large-scale motion of the separation shock. They have been observed in another
experimental facility by Humble et al.,°%®! but the question of whether these structures are the product
of particular experimental facilities or are a universal feature of turbulent boundary layers remains open.
Because they appear in the streamwise velocity field but not the spanwise velocity field, the structures are
more likely to be hairpin packets or turbulent superstructures than Gortler vortices. Nonetheless, these
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structures offer a possible mechanism for driving the large-scale separation bubble unsteadiness.

B. Computational Simulation of Separation Unsteadiness

The computational resources necessary for large-eddy simulations of separated, turbulent flows have only
become available in about the last fifteen years. Possibly the first (very) large eddy simulation of a shock-wave
/ boundary-layer interaction was carried out by Hunt and Nixon,?? who computed a Mach 2.8, Res = 10°,
24° compression ramp flow on a coarse mesh (4 x 10° cells) using a subgrid-scale model. Later, Urbin et
al.®3 computed a Mach 3, Res = 2 x 10%, 25° compression corner using an implicit large-eddy simulation
approach with 4 x 10° cells.

Well-resolved large-eddy simulations were first reported in the literature around the turn of the millenium,
but these computations did not predict the experimentally observed large-scale separation unsteadiness.
Adams®*?® studied an 18° compression ramp flow at M = 3.0 and Reg = 2 x 103, using a computational
mesh of about 15 x 106 cells. Rizzetta et al.%57 computed compression ramp flows under similar conditions,
for ramp angles of 8°-24°. Rizzetta and Visbal®” appear to have been the first to capture the pressure plateau
that is characteristic of separation. Garnier et al.?® and Teramoto®® computed reflected shock interactions
at M = 2.3.

As greater computational resources became available, it became possible carry out computations over
sufficiently long physical time scales to observe large-scale unsteadiness. Pirozzoli and Grasso® computed
a reflected shock interaction at M = 2.3 and Rey = 4 x 103, with a mesh of about 75 x 106 cells. Their
wall pressure spectra (their Figs. 20 and 22) resemble experimental data. Loginov et al.®! computed a
compression ramp interaction at M = 3.0 and Reg = 5 x 10 using about 19 x 10% cells. Indications of
large-scale shock motion were observed, and fairly good agreement was obtained with experiment. Wu and
Martin®% 93 carried out a computation of a 24° compression ramp flow for M = 2.9 and Rey = 2 x 103, with
about 21 x 10° total cells in the computational mesh. The basic results compared well with experiment.
Some evidence of separation shock motion was evident in wall pressure time-histories and spectra (their
Figs. 25-26).

Even greater fidelity has become possible in the last five years, as the computational resources have
become available to run calculations out to physical times that are one to two orders of magnitude larger
than the characteristic separation bubble time scale. Priebe et al.5% studied a reflected shock interaction at
M = 2.9 and Rey = 2 x 10% with a computational mesh of about 23 x 10 cells. Wall pressure time-histories
show indications of the classic ‘boxcar’ signal, and spectra capture some of the low-frequency peak (their
Fig. 11). Touber and Sandham®% %6 computed reflected shock interactions with Mach 1.7-2.3, Res; = 1x10*-
2 x 10*, and wedge angle 6-8 degrees using grids of 3 x 105-19 x 10% cells. They obtained power spectra
that looked much like the experimental data (see Fig. 17 of Ref. 65), and all cases showed evidence of low-
frequency shock oscillation. Bisek et al.®7:6% have obtained analogous results for a 24° compression ramp
flow (M = 2.3, Reg = 5 x 103, 13 x 105-190 x 10° cells), and Mullenix and Gaitonde® for a reflected shock
interaction (M = 2.3, Rep = 3 x 103, 20 x 10°-66 x 106 cells).

Experiments'® have indicated, however, that fluctuations occur in an even lower frequency range than
has been resolved in recent large-eddy simulations, with significant energy content as low as 10 Hz. This
observation motivates exploration of alternative computational approaches. Edwards et al.”® carried out
a hybrid RANS/LES calculation of a 28° compression corner at Mach 5, Res = 9 x 10° using 7 x 10%-
9 x 106 cells. They obtained evidence of large-scale shock motion, and their power spectra looked much like
experimental results. They also saw evidence of the influence of long, streamwise boundary layer structures
on the shock motion. Garnier? studied a reflected shock interaction using detached eddy simulation, focusing
on the effect of corner flows on the interaction and its unsteadiness. He concluded that the presence of corner
separation reduced the effective width of the wind tunnel and strengthened the interaction, and also generated
vertically-oriented vorticity. These results suggest that large-scale three-dimensionality may interact strongly
with large-scale unsteadiness, and this possibility warrants continued investigation.

C. Analytical Models of Separation Unsteadiness

One of the earliest attempts to understand separation shock unsteadiness was made by Trilling.? He first
developed a simplified steady-flow model of the interaction of a boundary layer with an oblique shock wave,
and then applied an unsteady perturbation. The separation streamline was represented as a straight line with
superposed sinusoidal disturbances, and the model included supersonic potential flow together with the jump
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Figure 1. Statistics of pressure fluctuations predicted by the Plotkin'% theory.

conditions across the oblique shock. Trilling obtained a set of critical frequencies and shock strengths that
gave neutrally-stable self-sustaining oscillations. Although the discrete frequencies predicted by the model
are not observed experimentally, more recent studies have emphasized the importance of the separated shear
layer in setting the characteristic time scales of the interaction.b 7!

Related studies have addressed the effect of freestream disturbances on shock waves. For example, Hui"
studied the effect of such disturbances on a wedge flow. Using small disturbance theory, he showed that
freestream disturbances distorted the oblique shock, which led to downstream disturbances that reflected
back and forth between the shock and the wedge surface (see Hui’s Fig. 1). Such disturbances are visible in
modern large-eddy simulations,?® and probably have an influence on the overall interaction unsteadiness.

A very different analytical approach was adopted by Plotkin,'* who developed a reduced-order model of
the motion of the separation bubble and its associated shock system. We will compare the predictions of
this model to data from wind tunnel, flight, and numerical experiments in the present paper, and therefore
give a relatively detailed outline of the theory here.

For simplicity, Plotkin considered a one-dimensional model of streamwise shock motion (or equivalently
separation bubble motion). The shock velocity & was taken to be the superposition of a random forcing
function u and a restoring velocity that is proportional to the displacement = of the shock from its equilibrium
position:

& =u(t) —z/Tr (1)
Here t is time, and 7 is a constant (with units of time) specifying how rapidly the shock recovers from a
perturbation. The variables x and u are defined to have zero mean. This stochastic ordinary differential
equation represents a reduced-order model of the interaction of the separation bubble with the incoming
turbulent flow.

For a given history of velocity perturbations, Eq. (1) can be solved to give the resulting time-history of
shock position. Assuming that x(0) = 0, the solution can be put in the form:

o= [ tu(&)exp@;) ¢ 2)

Plotkin used Eq. (2) to relate the statistical properties of the shock motion to those of the fluctuations in
the turbulent boundary layer.

The integral time scale of the auto-correlation was used to quantify the relative time scales of the incoming
turbulence and the shock response. This scale is defined as:

S /O T Ri(r)dr 3)
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where i is replaced by u, x, or p to indicate the auto-correlation of the fluctuations in the turbulent boundary
layer, the shock position, or the wall pressure fluctuations. (The auto-correlation function is defined in the
usual manner for time-series data.) Assuming that the shock response is much slower than the turbulent
fluctuations (7g > 7,,), Plotkin found an approximate expression for the mean square shock excursion at
large time (¢ > 7,):

22 = u T, TR (4)
where an overbar indicates a time average. From the same assumptions, he also derived the following
simplified forms for the auto-correlation and the power spectrum of the shock position:

R, (t) = et/ (5)

Ga(f) _ 4
22 TR 1+ (2nfTR)? (6)

Note that the approximation requires that ¢t > 7, and f < 1/(277,). Equations (4)-(6) are the fundamental
results of Plotkin’s theory. At this level of approximation, the auto-correlation and spectrum of the shock
position are independent of the detailed statistical properties of the boundary layer turbulence, and the
integral time scale of the shock position is the same as the time constant of the restoring velocity: 7, = 7.

Plotkin went on to assume that the pressure distribution induced by the oscillating shock can be approx-
imated by the mean pressure distribution translated to the instantaneous shock position. Expanding the
mean pressure distribution in a Taylor series about the mean shock location, and retaining terms through
first order, he showed that the mean square fluctuating pressure is proportional to the mean square shock

excursion: ) )
= (gf) i (§§> it )

where a prime indicates the fluctuating component of the pressure. Further, the auto-correlation and power
spectrum of the wall pressure fluctuations have the same form as those of the shock position:

Ry(t) = e/ (®)

Gp(f) _ 4
]7;77'13 1+ (27 f7R)? )

The integral time scales of pressure and shock position are the same under this approximation: 7, = 7, = 7g.
The form of Eq. (8) is shown in Fig. 1la, and that of Eq. (9) in Fig. 1b. (In the plots, the notation orz =p?
is used.)
An alternative, pre-multiplied form of the spectrum is often plotted on semi-logarithmic axes in the
literature on shock unsteadiness. In that case, Eq. (9) takes the alternative form:
/ Gp(f ) 4fTR

2 1y (2n fTRr)? (10)

The form of Eq. (10) is shown in Fig. 1b. A nice feature of this form is that the spectral function has a
maximum at 27 f,7r = 1, which can be used to identify the characteristic time scale g from experimental
data.

Although Eq. (1) is linear, some of the underlying nonlinearity of the interaction is incorporated in 7g,
the restoring time-scale.'®7® Plotkin’s model mimics the way in which broad-band perturbations in the
incoming flow lead to low-frequency motion of the separation bubble and its associated shock system. In
this way, the model incorporates some of the nonlinear aspects of the interaction of organized turbulent
structures and a shock in a separated flow.

Recently, Touber and Sandham'® have addressed some of the ad-hoc assumptions of the Plotkin model.
They derived the model of shock unsteadiness from the momentum integral equation, using data from large-
eddy simulation as a guide in neglecting small terms. They have thus provided a physical and mathematical
basis for Plotkin’s assumptions. Their results also offer a means of predicting the characteristic time scale
T from first principles.

An alternative approach for predicting the separation bubble time scale was developed by Piponniau
et al.”! The analysis was based on mass conservation for the separation bubble. They related the separa-
tion bubble Strouhal number to mixing layer growth rate parameters, and provided an explanation for the
reduction from the incompressible value (fL/Us =~ 0.12) to the high Mach number value (fL/Us = 0.03).
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Figure 2. Comparison of the Plotkin model to measurements in a Mach 3 blunt fin flow: power spectral
density.

D. Present Work

Here we compare spectral data obtained from wind tunnel experiments,'3 2% 7 the HIFiRE-1 flight test,3?
and large-eddy simulations®®7 with the predictions of Plotkin’s model of shock unsteadiness. We also
compare experimental wall-pressure time-histories obtained in a pulsed blowing experiment to the instan-
taneous predictions of Plotkin’s model.

II. Wind Tunnel Experiments

Equations (8), (9), and (10) have been shown to be a good fit1* 157376 o pressure fluctuation data from
wind tunnel experiments.'%13:25:36.73 The characteristic frequency scales lie in the range f,L;/Us = 0.01-
0.03 for a variety of separated flows, where f, = 1/(277gr), Us is the freestream speed, and L, is the
interaction length scale defined in terms of intermittency or separation zone length. Here we summarize
some of those results.

The first set of measurements considered here was obtained by Evans et al.”* in the Princeton University
8 in by 8 in, Mach 3 wind tunnel. The nondimensional test conditions corresponded to M, = 2.9 and
Rep = 8 x 10%. The nominal freestream conditions were p,, = 23 kPa, T, = 96 K, and U, = 565 m/s,
and the incoming tunnel wall boundary layer thickness was § = 28 mm (6 = 1.2 mm). The test article was
an unswept blunt fin, mounted perpendicular to the wind tunnel floor at zero angle of attack. The fin was
127 mm long and 122 mm high, and the leading edge was a half-cylinder of 19 mm diameter.

In the experiments, measurements of wall pressure fluctuations were made along the symmetry line of
the fin. Power spectra corresponding to two measurement stations are shown in Fig. 2, in both log-log form
(Eq. (9), left axis) and semi-log form (Eq. (10), right axis). The spectra in Fig. 2a correspond to the station
x/D = —2.40, and those in Fig. 2b correspond to /D = —1.27. (Here z is measured downstream from the
nose of the fin, and D = 19 mm is the fin thickness.) The two stations are respectively representative of
intermittent separation and reattachment, and a local maximum in the intensity of the pressure fluctuations
occurs at both locations.

For the upstream station (Fig. 2a), the theoretical spectrum is a good fit to the experimental data over
more than two decades of normalized frequency. The experimental data depart from the model for frequencies
greater than 27 frr &~ 50, where Plotkin’s approximation f < 1/(2n7,) fails to hold. Similar results are
obtained for the downstream station (Fig. 2b), but the agreement holds over a shorter range of frequency,
with departure from the model for frequencies greater than 27 frg ~ 2.
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Figure 3. Comparison of the Plotkin model to measurements in a Mach 3 blunt fin flow: autocorrelations.

For both cases, the characteristic frequency was obtained from the maximum in the semi-log form of
the plots. For the downstream case, the scale of the pressure fluctuation intensity has been adjusted to
Jg = 0.87 p’2 to match the data to the theory. Assuming an interaction length scale of L; = 0.8 D, the
nondimensional characteristic frequencies are f,L;/Us = 0.014 and f,L;/Us = 0.027 for the two stations.

The corresponding auto-correlations are shown in Fig. 3. Again, good agreement between the measured
and predicted auto-correlation is observed for both cases. (Note that the use of a four-pole Butterworth filter
in the experiments may lead to some problems with time domain statistics. The Butterworth filter produces
excellent passband flatness, but relatively poor phase characteristics. See Horowitz and Hill,”” pp. 153-155.)

Two additional data sets are considered here, both obtained in the Mach 5 wind tunnel at the University
of Texas at Austin. The nondimensional test conditions corresponded to Mo = 5.0 and Rey = 3 x 10
The nominal freestream conditions were p, = 4.6 kPa, T, = 59 K, and U, = 762 m/s, and the incoming
tunnel wall boundary layer thickness was § = 15 mm (6 = 0.66 mm). The test articles were unswept blunt
fins, with leading edge diameters of 6.4 mm to 19 mm. The fin heights were 76 mm to 102 mm, and the fin
lengths 127 mm to 151 mm.

Gonsalez and Dolling!® were able to collapse wall pressure spectra obtained in these flows using a nondi-
mensional frequency of the form fL;/Us, where L; = 0.8 D. Data from the universal curve presented in
their Fig. 18 were digitized and compared to the Plotkin model. The experimental station lay near the 50%
intermittency point. The results are shown in Fig. 4a. The nondimensional characteristic frequency used to
fit the spectrum is f,L;/Us = 0.011. Again, good agreement is obtained between the experimental data
and the Plotkin model. A good fit is obtained over almost three decades of nondimensional frequency.

Brusniak and Dolling?® used a method of signal analysis called the nested boxcar conversion technique
to transform a set of pressure time-histories at different streamwise stations into a time-history of shock
position. A comparison of Eq. (6) to their experimental shock position spectrum for the 19 mm diameter fin
is made in Fig. 4b. Again, good fit is obtained over about two decades of nondimensional frequency. The
relatively rapid roll-off of the experimental data at high frequency may be a result of the limited spatial
resolution of the nested boxcar technique.

One objection to the Plotkin model has been that the agreement between Eqs. (8)-(9) and the experimen-
tal data may be a result of the character of the random ‘boxcar’ pressure signal rather than the mechanism
proposed by Plotkin. (See pp. 332-333 of Smits and Dussauge.”®) The boxcar pattern in the wall pressure
signal is a result of pressure jumps as the shock translates back and forth over a given transducer station.
(This will be discussed further in conjunction with Fig. 17.) Such jumps are not present in the shock posi-
tion time-history, so the good agreement between measurements and Eq. (6) for the shock position spectrum
(Fig. 4b) offers a rebuttal to this objection.

An additional data set of interest are the hot-film measurements made by Weiss and Chokani?* in
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Figure 4. Comparison of the Plotkin model to measurements in Mach 5 blunt fin flows.
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Figure 5. Transducer stations for the HIFiRE-1 fluctuating wall pressure measurements. Station P7: z =
1.5213 m; Station P8: x = 1.5413 m. The station x = 0 corresponds to the nose of the flight test vehicle.

a 24 deg compression ramp flow in the Mach 3.5 Supersonic Low Disturbance Wind Tunnel at NASA
Langley Research Center. It is unfortunately not possible to directly compare the Plotkin model their
measurements; the authors note that the “shape of the spectra should be only interpreted qualitatively,
because the frequency response of hot-film anemometers is generally not flat up to the cutoff frequency”
(Ref. 34, p. 2354). Nonetheless, the quiet tunnel results are qualitatively consistent with other wind tunnel
experiments, and only small differences were observed by Weiss and Chokani between the results obtained
in quiet flow and in conventional tunnel operation.

III. Flight Test Experiments

The experiments considered here were performed as part of Flight 1 of the Hypersonic International Flight
Research Experimentation (HIFiRE) program, carried out by the Air Force Research Laboratory (AFRL)
and the Australian Defence Science and Technology Organisation (DSTO). This flight test (HIFiRE-1)
occurred on March 22, 2010 at Woomera Prohibited Area, Australia. The test article consisted of a 1.1 m
long, 7 deg half-angle cone, with 2.5 mm nose radius, followed by a 0.5 m long cylinder and a 33 deg flare.
The cylinder/flare configuration generated a separated shock-wave / turbulent boundary-layer interaction.
Additional information on the flight test is available in Ref. 79.

High-bandwidth pressure transducers mounted in the interaction region upstream of the flare recorded the
fluctuating wall pressure during the flight. Two stations were considered for the present work, as illustrated
in Fig. 5. These stations were selected because they gave clearly intermittent signals for portions of the flight
and did not exhibit any signal saturation during the times considered. Station P7 was located 1.5213 m
downstream of the nose of the flight vehicle, and Station P8, 1.5413 m downstream. Intermittent pressure
signals were recorded at these stations during the ascent phase of the flight.
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Figure 7. Power spectral density of fluctuating pressure from HIFiRE-1 at several stages in the flight profile.
Transducer locations identified in Fig. 5; trajectory point identified by flight time on plot.
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Figure 8. Power spectral density from HIFiRE-1 flight test compared to Plotkin theory. Transducer locations
identified in Fig. 5; trajectory point identified by flight time on plot. For all three cases, f, = 1.5 kHz and

f6/Uso = 0.01.
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Figure 9. Spectra from several experiments collected and compared to the Plotkin model.
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’ Time (sec) ‘ Mach Number | Unit Reynolds Number (m~!) ‘

3.870 2.14 4.26 x 107
4.550 2.61 4.95 x 107
6.200 3.43 5.57 x 107
7.200 3.25 4.71 x 107
5.791 3.41 5.80 x 107
7.624 3.19 4.44 x 107

Table 1. Freestream conditions for HIFiRE-1 flight tests, estimated from numerical computations.

The pressure signals were acquired using Kulite XCE-093 differential pressure transducers. The trans-
ducers were referenced to the payload internal pressure to avoid a large DC bias on the signal, and the signals
were band-pass filtered between 100 Hz and 20 kHz. The transducers were sampled with a non-constant time
interval to provide the maximum stable data throughput on the flight processors used for signal acquisition.
The spectral analysis of unevenly sampled time series data is inherently nonlinear and requires special meth-
ods, as discussed in Stanfield and Kimmel.®® The Nyquist frequency was 24.6 kHz for the sampling scheme
used by the transducers mounted on the cylinder.

Significant errors occur when computing the Fourier transform of the unevenly sampled surface pressure
data. This error occurs both when computing the Fourier transform directly by numerical integration and
when using the least squares method, commonly refered to as the Lomb-Scargle method.®% %2 These methods
estimate the spectrum of the physical process convolved with the sampling function. The sampling function
of unevenly spaced data has side-lobes caused by spectral leakage.®"'82 Resampling the unevenly spaced
pressure data onto an evenly spaced grid via linear interpolation eliminates side-lobe leakage from uneven
sampling, but effectively low-pass filters the data. For the sampling scheme used, resampling significantly
reduces the power spectral density at frequencies greater than 1 to 3 kHz. In this paper, the power loss
caused by resampling the data onto an evenly spaced grid was compensated for using the procedures given
by Stanfield and Kimmel.2® For completeness, this method is summarized below.

The compensation method estimates and compensates for the spectral distortion created by resampling
the data. A first-order autoregressive model is used to generate a time series with a power spectrum ap-
proximating the spectrum of the expected physical signal. The power spectrum of the autoregressive series
is calculated analytically. The autoregression coefficients are used to generate an unevenly sampled time se-
ries, with a sampling function identical to that used to digitize the pressure data. This time series is in turn
resampled via interpolation onto an evenly spaced temporal grid, using the same method and time intervals
employed on the pressure signals. The power spectrum of the interpolated autoregressive series is then cal-
culated. The ratio of the power spectrum of the interpolated autoregressive series to the analytically-derived
power spectrum of the autoregressive series at each frequency provides a frequency-dependent gain factor.
This gain factor is then applied to the power spectrum of the unevenly-sampled and interpolated pressure
signal to compensate for the filtering effect of interpolation onto an evenly spaced grid. This method assumes
that the spectral distortion created by the interpolation and resampling is identical for signals with similar
spectra. This compensation changes the roll-off from about 9 dB/octave to about 8 dB/octave (see Fig. 6).
Both values of roll-off are within the range that has been measured in similar wedge-induced turbulent shock
boundary layer interactions.!?

Figure 7 shows the power spectral density of fluctuating pressure from HIFiRE-1 for several situations on
log-log (Fig. 7a) and semi-log (Fig. 7b) scales. Table 1 summarizes the flight conditions for the time windows
shown in Fig. 7. For times prior to ¢t = 6 seconds, the vehicle is accelerating under first stage boost. For
t > 6 seconds, the vehicle is gaining altitude but decelerating during the unpowered coast phase following the
first stage burn. The mean flow structure showed a slow evolution as flight conditions changed.?®> Generally,
as the vehicle accelerated and Reynolds number increased, the size of the separated region decreased, and
vice-versa. No direct measurements or calculations of boundary layer thickness for the times shown in the
table are available, but Res and Rey were estimated from computed boundary layer profiles provided by
Yentsch (personal communication) for z = 1.45 m at ¢t = 5 seconds. These calculations indicate § = 7.7 mm
and § = 4.8 mm at this time. Res and Reg are 3 x 10° and 2 x 10, respectively, with edge values of
U. = 976 m/s and Re. = 4.87 x 10° per meter. The analog filter range of 100 Hz to 20 kHz under these
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Figure 10. Power spectra (pre-multiplied, semi-log form) comparing the Plotkin model (filled symbols), large-
eddy simulation (open symbols, Ref. 65), and experiment (dashed line, Ref. 10). (This is Fig. 15 on p. 449 of
Ref. 15, reproduced under the terms of use published by Cambridge University Press for the reproduction of

a single figure.)

conditions translates to nondimensional frequencies f§/U, of 8 x 10~* to 0.16. Due to the combination of
high Reynolds number and high edge velocities, this upper bound of non-dimensional frequency is lower
than is typically achieved in wind tunnel experiments, but captures the important range of low-frequency
fluctuations and their initial roll-off with frequency.'®
For reference, the black curve illustrates the pressure spectrum obtained in the attached turbulent bound-
ary layer on the upstream cone section of the flight vehicle at x = 0.8563 m. The remaining curves show
results for intermittent pressure fluctuations at stations P7 and P8 just upstream of the flare segment of the
vehicle, at times in the trajectory that are believed to correspond to intermittent separation at these sta-
tions. About two decades of frequency are captured in the spectra, and the results are qualitatively similar
in form to those obtained in wind tunnel experiments. Consistent with wind tunnel results (Schmisseur and
Dolling,?¢ for example), the undisturbed cone boundary layer spectrum, expressed in pre-multiplied semi-log
form, shows little low frequency content compared to the spectra obtained in the region of separation shock
motion.
The data from the region of intermittent separation are presented in Fig. 8, rescaled for comparison to

Plotkin’s model. Figure 9 shows an analogous comparison including all the experiments considered here.
There is reasonable agreement between the theory, wind tunnel experiments, and flight experiments. The
spectra measured in the HIFiRE-1 flight test roll off at a somewhat slower rate than that predicted by
the Plotkin model and measured in wind tunnels. It is not clear whether this discrepancy is a result of
the uneven sampling interval discussed previously, or whether it reflects a significant difference in the flow
conditions between flight and wind tunnel tests. Nonetheless, the flight data show significant low-frequency

unsteadiness that is in general agreement with wind tunnel data.

IV. Computations

In a recent article, Touber and Sandham!® have compared spectra derived from large-eddy simulations to
the Plotkin model. Their results are reproduced here in Fig. 10. In this figure, the filled symbols represent
the predictions of the Plotkin model, the dashed line represents the experimental results of Dupont et al.,'°
and the open symbols indicate the results of Touber and Sandham’s large-eddy simulations.%®> (The flow
conditions were approximately M = 2.3 and Reg 7 x 103, as reported by Dupont et al.'?) Excellent
agreement between the three curves is seen in the low-frequency regime, and the data from the large-eddy
simulations depart from the Plotkin model at high frequency in a manner very similar to that observed for
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Figure 11. Contours of Q-criterion colored by streamwise velocity for a 24° compression ramp flow at M = 2.3
and Reg = 5 x 103. Back plane shows greyscale contours of pressure.
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Figure 12. Mean streamwise velocity profiles using the Van Driest transform and presented in inner layer
coordinates for /6y = 60. Also plotted are computational results of Rai et al.,33 and experimental measurements
of Shutts et al.3% and Elena and LaCharme.85
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Figure 13. Power spectral density of fluctuation wall pressure illustrates low-frequency content captured by
large-eddy simulation. Incoming boundary layer: z/dp = 60, separation: z/§y = 67—69, reattachment: z/5p = 79,
redeveloping boundary layer: z/dy = 95.
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Figure 14. Computational spectra compared to the Plotkin theory (fpL;/Us = 0.03).

experimental data. (For example, compare Fig. 10 to Fig. 2b.)

In order to obtain a smooth spectrum at high frequencies, Touber and Sandham “processed the LES
signals several times with an increasing number of segments and then reconstructed the entire frequency
range to obtain the plots” (Ref. 65, p. 97). Further, only a few cycles of the lowest frequency reported on the
plot were captured in the simulation. In recent work, the present authors have constructed similar spectra
from computations, using conventional signal processing techniques®® to generate the spectra, and carrying
out long computations to capture many cycles of the low-frequency unsteadiness.

To this end, large-eddy simulations®” of a Mach 2.3 flow over a 24 deg compression ramp were carried out
using the Air Force Research Laboratory code FDL3DI. FDL3DI is a high-order, structured-grid solver for the
ideal-gas Navier-Stokes equations. The code employs a high-order compact finite-difference approximation
with a high-order low-pass spatial filter. The methodology in FDL3DI permits a seamless transition from
implicit large-eddy simulation (ILES) to direct numerical simulation (DNS) as the resolution is increased.

Time integration of the conservation equations was carried out using a second-order implicit scheme,
based on a three-point backward difference of the time terms. Approximate factoring and quasi-Newton
subiterations were employed. The formulation is similar to the techniques of Beam and Warming®” and
Pulliam and Chaussee.®® The implicit terms were linearized in the standard ‘thin layer’ manner, and a
scalar pentadiagonal system of equations was solved for each factor. Three applications of the flow solver
per time-step were employed for the present work.

Spatial discretization was carried out using a sixth-order compact difference scheme.?%° Stability was
enforced using a eighth-order, low-pass, Padé-type, non-dispersive spatial filter.”! Use of the filter has been
shown to be superior to the use of explicitly added artificial dissipation for maintaining both stability and
accuracy on stretched curvilinear meshes.”? The filter was applied to the solution vector as a post-processing
step following each sub-iteration. Filtering was applied sequentially along each of the three grid coordinate
directions, and the order of these operations was permuted to avoid introducing bias in the solution.

The filter regularizes poorly-resolved features at the grid scale. It should also be noted that the filtering
technique can be interpreted as an approximate deconvolution subgrid-scale (SGS) model,?? which is based
on a truncated series expansion of the inverse filter operator for the unfiltered flow-field equations. Mathew
et al.?3 have shown that filtering provides a mathematically consistent approximation of unresolved terms
arising from any type of nonlinearity. Filtering regularizes the solution and generates virtual SGS model
terms that are equivalent to those of an approximate deconvolution.

The computational domain consisted of a flat plate, followed by a 24 deg ramp. The flow and boundary
conditions of the simulation were consistent with previous studies by Rai et al.,®? Rizzetta and Visbal,®* and
Pirozzoli and Grasso,”® which investigated supersonic flow on a flat plate at Mach 2.3.
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The inflow boundary was specified using a solution to the compressible laminar boundary-layer equa-
tions,”® with the inflow boundary-layer height scaled to the reference length, §o = 6.096 x 10~% m, and
freestream conditions applied outside the boundary-layer. Along the wall surface, a no-slip velocity bound-
ary condition was imposed with an isothermal wall set to the nominal adiabatic wall temperature. The
surface pressure was computed by enforcing a zero wall-normal derivative to third-order spatial accuracy.

The conditions for the incoming boundary layer were based on a 1955 experiment by Shutts et al. (Case
55010501 of Ref. 84). The nondimensional flow conditions were M = 2.3 and Rep = 5 x 103. The freestream
conditions were po, = 23.8 kPa, T\, = 305 K, and Uy, = 588 m/s.

Large-eddy simulation of natural transition for supersonic wall-bounded turbulent flows is impractical for
most configurations and flow conditions, so the present work used the counter-flow force trip developed by
Mullenix et al.°7 This method has been shown to produced a steady broad-band disturbance which causes
supersonic flow to undergo transition.

The character of the overall flowfield is illustrated in Fig. 11. The grey surface at bottom of the image
represents the flat plate and the 24 deg ramp. Isosurfaces of the @-criterion, colored by the streamwise
component of velocity, mark organized structures in the turbulent flow. Dark blue indicates upstream flow,
and highlights the region of separated flow near the corner of the ramp. The back plane includes greyscale
contours of pressure to show the shock location.

For comparison to the experiments, the van Driest transformation®® was applied to the mean streamwise
velocity profile. The velocity was nondimensionalized in the form u™ = u,p /u,, where u,p is the transformed
velocity and w, is the wall friction velocity. The profiles were plotted against the nondimensional inner
coordinate y* = y u,/v,. Figure 12 shows the velocity profile for z/8y = 60, and includes the results of
the boundary layer computations of Rai et al.%3 In addition to the experimental measurements by Shutts et
al.,3* the plotted experimental data include supersonic flow measurements of Elena and LaCharme,®® which
were collected under similar flow conditions. The numerical solutions are in good agreement with both the
inner layer and logarithmic profiles.

Figure 13 shows the power spectral density of the fluctuating pressure for stations between z/5y = 60
and x/dp = 95 in the large-eddy simulations of the compression ramp flow. The large-eddy simulation was
run for about 330 cycles of the large-scale motion (1045000 iterations, U,t/do = 5.0 x 103, T = 2.0 x 10°)
in order to capture sufficient data to obtain statistical convergence of the spectra in the low-frequency
range. Wall pressure data were saved every ten iterations of the computation, for a sampling interval of
UsoAt /69 = 5.0 x 1072, and the spectra were computed by averaging 19 windows of 10000 points with 50%
overlap. The station x/Jy = 60 lies in the undisturbed boundary layer flow, and has little energy content
at low frequency. Mean separation occurs at about x/dy = 68, and significant low-frequency energy content
is observed for z/dy = 67—69. Mean reattachment occurs near x/6yp = 79. Farther downstream in the
redeveloping boundary layer (x/do = 95), the low frequency content begins to disappear.

Figure 14 compares the results of the large-eddy simulations with the Plotkin model. The characteristic
frequency corresponds to f,60/Use = 2.7% 1073 or f,L;/Uss = 3.0 x 1072, where L; = 11y is the streamwise
length scale of the separated zone. The low-frequency shock unsteadiness is present in the computations,
but runs for much longer physical time are required to fully resolve the spectrum.

8

V. Response of Separation Bubble to Pulsed Input

It is also of interest to examine the behavior of the separation bubble system in an instantaneous sense.
Selig and Smits™ carried out an experiment in which pulsed blowing through a spanwise slot in the wall
was used to control a separated compression ramp flow. The experiments were carried out in the Princeton
University 8 in by 8 in, Mach 3 wind tunnel. The nondimensional test conditions corresponded to My, = 2.9
and Reg = 8 x 10%. The nominal freestream conditions were p,, = 23 kPa, T, = 96 K, and U, = 565 m/s,
and the incoming tunnel wall boundary layer thickness was § = 26 mm (¢ = 1.3 mm).

The experimental model was a 24 deg ramp, mounted on the wind tunnel floor. A rotating drum
apparatus introduced periodic blowing through a spanwise slot in the wall. This siren-like device introduced
a disturbance that was relatively uniform along the spanwise direction, at blowing frequencies of up to
fo =5 kHz.

Three stations for the blowing slot were considered: 0.0 mm, 25.4 mm, and 50.8 mm upstream of the
corner. For comparison, the mean separation line was about 34 mm upstream of the corner for the baseline
flow. Keeping in mind that blowing altered the position of separation, the first two cases can be considered
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Figure 16. Model of translating pressure distribution.

roughly as perturbations to the separation bubble, and the final case a perturbation near the shock foot.

Figure 15 shows results from Cases B and C of the experiments. For both cases, the blowing frequency
was fo = 2 kHz, and the blowing mass flux ratio was (pU)siot/(pU)ce = 0.09. For Case B, the blowing slot
was located 25.4 mm upstream of the corner (Fig. 15a), and for Case C, 50.8 mm upstream (Fig. 15b). Each
group of plots consists of three simultaneous wall pressure time-histories at different stations upstream of
the corner, along with the forcing function. (The forcing function has a value of one when blowing is on,
and zero otherwise.)

In the absence of blowing, Selig and Smits found that shock crossing events occurred at random intervals
for a given transducer station. Although blowing at the 0.0 mm and 25.4 mm stations caused changes to the
flow, the shock unsteadiness was still not synchronized to the forcing. This result is illustrated in the wall-
pressure time-histories shown in Fig. 15a. When the blowing slot was located farther upstream at 50.8 mm
slot station, the shock motion was observed to lock into the forcing. The synchronization is illustrated in
Fig. 15b.

It is interesting to examine whether this behavior can be replicated by the Plotkin model. To mimic the
blowing in the experiment, consider a symmetric square wave forcing function of period 27"

1 for0<t<T
uty={ T rUsts (11)
—1 forT <t<2T

where £ = t mod 27'. (A symmetric square wave, with zero mean, is convenient for use here. An analogous
solution can easily be obtained for a function with values of zero and one.) The corresponding forcing
frequency is fo = 1/(27).

For the forcing equation (11), the model ordinary differential equation (1) has the following periodic
solution for the shock position:

xoe’f/m + TR (1 — e’f/TR) for 0<t<T
z4(t) = ) ) ) ) (12)
zoe VTR 4 7p (26’(“:”/7R —1- e’t/m) for T <t<?2T
where the initial value: .

is chosen to make the solution periodic.
Following Plotkin’s ideas, we convert the shock position function to an equivalent fluctuating wall pres-
sure. Considering the conditionally-averaged pressure distributions from the experiments of Erengil and
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Dolling,?® we take the instantaneous pressure distribution to be a smooth function that translates back and
forth with the shock, and take the scale over which the pressure rises to be about one-fourth the amplitude
of the shock motion. Specifically, we assume the following functional form:

p(z,t) = % [erf (W) + 1] (14)

This function is illustrated in Fig. 16; it is qualitatively consistent with experiment.

Selig and Smits did not plot their spectra in a manner that allows the characteristic frequency to be easily
identified. Dolling and Murphy'® studied essentially the same flow, however, and reported a characteristic
shock crossing frequency of f, = 1.5 kHz.

The predictions of Egs. (11)—(14) are plotted in Fig. 17 for fo = 2 kHz and f, = 1.5 kHz. Figure 17a
shows the square wave input u(t), Fig. 17b shows the predicted shock position z4(t), and Fig. 17¢c shows
the corresponding wall pressure signal p(0,¢). The model is seen to be qualitatively consistent with the
experiments (Fig. 15b). The shock position signal displays an interesting asymmetry, which is also sometimes
seen in the experimental wall pressure data. The predicted wall pressure signal illustrates how the shock
motion is converted into pressure jumps at given station on the wall, generating the typical ‘boxcar’ pressure
trace.

VI. Discussion

Spectra of wall pressure fluctuations caused by separation shock unsteadiness were compared for data
obtained from wind tunnel experiments, the HIFiRE-1 flight test, and large-eddy simulations. The flow
conditions spanned the supersonic range and two orders of magnitude of Reynolds number. In order of
Reynolds number, the cases examined here included: computations of a 24 deg compression ramp flow at
M = 2.3 and Rey = 5 x 103, wind tunnel experiments on blunt fin flows at M., = 5.0 and Rep = 3 x 10%,
wind tunnel experiments on blunt fin flows at M., = 2.9 and Rey = 8 x 10, and flight experiments on a
33 deg cylinder/flare at M ~ 3 and Reg ~ 2 x 10°. Despite the broad range of flow conditions, the spectra
were qualitatively consistent, and could be cast in a common form in suitable nondimensional coordinates.

The experimental data were also compared with the predictions of a theory developed by Plotkin,'* which
depicts the separation shock unsteadiness as linearly damped Brownian motion. This model, which has been
derived from the integral momentum equation by Touber and Sandham,'® describes the manner in which
broad-band perturbations in the incoming flow lead to low-frequency motion of the separation shock. It
predicts a universal form for the spectrum and autocorrelation of the pressure fluctuations. Relatively good
agreement was obtained between the theory and data obtained from the flight tests, wind tunnel experiments,
and large-eddy simulations.

Selig and Smits™ introduced controlled disturbances into a separated compression ramp flow, and found
that the shock motion was synchronized to the forcing when it was introduced near the shock foot, but not
when introduced downstream of that location. Here we have shown that the Plotkin model responds to a
periodic input in a similar manner to that observed experimentally for the synchronized case.

The results presented here support the idea that separation unsteadiness has common features across a
broad range of compressible flows. It may be possible to exploit this in the design of high Mach number
aircraft. Correlations for the form of the wall pressure fluctuation spectra are of interest for design against
fatigue loading. Reduced-order models of the separation unsteadiness can assist in design decisions, and aid
the development of feedback flow control systems.
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An investigation was conducted to evaluate the error involved in predicting aero-
thermodynamic loads (surface pressure, skin friction, and heat transfer) using a Reynolds
Averaged Navier Stokes (RANS) solver. Numerical simulations of Shock Wave / Turbulent
Boundary Layer Interaction (SWTBLI) at Mach 5 are performed and compared with vetted
experimental data. These simulations include three 2-D impinging shock, and two 3-D swept
shock cases. The impinging shock cases involve different levels of interaction intensity,
which result in attached, incipiently separated, and fully separated flows. Comparisons
between the numerical results and experimental data for each case are used to evaluate the
error in predicting the associated SWTBLI aero-thermodynamic loads. The result shows
that while wall pressure is accurately predicted, skin friction is under predicted, and heat
transfer is over predicted. However, the trends in skin friction and heat transfer are
captured by the RANS simulations.
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Nomenclature
b = Shock generator or fin deflection angle
X = Streamwise distance from flat plate or fin leading edge
y = Normal distance from the flat plate
z = Spanwise distance from fin leading edge
M = Mach number
) = Boundary layer height
8" = Boundary layer displacement thickness
0 = Boundary layer momentum thickness
H = Boundary layer shape factor or intersection point of separation and incident shocks
Y = Angle of reattachment
€ = Shock angle
0] = Angle of separation
1 = Angle of upstream influence
S = Line of separation
R = Line of reattachment
Ul = Line of upstream influence
P = Pressure
T = Temperature
M = Mach number
Re/m = Unit Reynolds number
U = Streamwise Velocity
H, = Enthalpy
P = Density
U = Dynamic viscosity
Us = Dynamic viscosity from Sutherlands’ law
Uk = Dynamic viscosity from Keyes’ law
f = Viscosity blending function
v = Eddy viscosity
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u’ = Dimensionless wall velocity

y' = Dimensionless wall distance
Ce = Skin friction coefficient

St = Stanton number
Abbreviations

LE = Leading Edge

BL = Boundary Layer

GISF = Global Inferometry Skin Friction technique
VCO = Virtual Conical Origin
Subscripts

0 = Stagnation

o0 = Freestream

w = Value at the wall

1 = Primary

2 = Secondary

I. Introduction

Design exploration of new hypersonic vehicles is reliant on Reynolds Averaged Navier Stokes (RANS) solvers
for the foreseeable future.' Although higher fidelity Computational Fluid Dynamic (CFD) solvers are becoming
widely available,” ranging in scale and complexity from Large Eddy Simulation (LES) to Direct Numerical
Simulation (DNS), they also require significantly more computational resources and have much longer turnaround
times than RANS solvers. Initial design work often entails parametric studies, requiring the solution of the flow
field for numerous configurations. The increased computational resources and simulation times of higher fidelity
models renders them impractical for such early design work, even with modern supercomputers.

While turnaround time and computational resource requirements are important considerations for CFD use
during early design work, the uncertainty in predicting the flow field is even more important. For hypersonic work,
in particular, the accuracy and confidence in the calculation of aero-thermodynamic loadings is very important.’
Without such knowledge, predictions from a CFD simulation cannot be effectively utilized to make important
decisions in the design space.

The process of accessing the accuracy of a physical model is referred to as code validation, and can only be
accomplished by detailed comparisons with vetted experimental data.* It is important to note that the validation
process for any particular solver is almost impossible to fully complete. First, there are always cases of interest for
which the solver is used, but no experimental data are available for comparison. In addition, most solvers provide
several different combinations of physical models (such as for viscosity or turbulence) and numerical algorithms,
each combination of which may produce very different results from the other. While numerous standardized
configurations, including experimental and high fidelity CFD data sets, exist for such use in hypersonic flows,”” one
of the most important and commonly encountered phenomena in this flow regime is Shock Wave / Turbulent
Boundary Layer Interaction (SWTBLI).

II. Background

SWTBLI has been extensively studied, both in experiments and with high fidelity CFD simulations.”” It is

known from such work that the aero-thermodynamic loads resulting from such interactions can have a significant
effect on the design of hypersonic vehicles. While different configurations have been devised to study SWTBLI, the
2-D impinging shock configuration illustrated in figure 1 is often employed to study the phenomenon due to its
rather simple geometry and ability to easily vary the interaction strength. This type of SWTBLI typically occurs in
internal flows where shocks generated by disturbances near the leading edge of a supersonic engine inlet impinge on
the boundary layer of the opposite wall of the inlet.
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Shock

Turbulent
Boundary Layer

Flat Plate

Figure 1. Basic 2-D impinging SWTBLI geometry (Adapted from Schiilein et al.®).

In the 2-D impinging shock configuration, a turbulent boundary layer develops along the flat plate, which is
then impinged upon by an oblique shock formed by the shock generator. The strength of the shock and thus the
SWTBLI created is controlled by the angle, 3, of the shock generator to the incoming flow and results in either fully
attached, incipiently separated, or fully separated flow. Figure 2 illustrates the weak interaction case, in which the
flow remains fully attached. The oblique or incident shock (C1) formed by the shock generator progressively curves
as it penetrates the turbulent boundary layer due to the Mach number gradient. A pressure rise caused by the
impinging shock then propagates upstream in the subsonic region of the boundary layer where the thickening
subsonic region generates outgoing compression waves that coalesce into a reflected shock (C2). This reflected
shock is weakened downstream of the impingement point by the expansion fan which forms at the end of the shock
generator. A double shock situation results from the impinging and reflected shocks, which causes an overall
increase in the wall pressure and a decrease in the wall shear stress near the impingement point.

[77777777777777777777777777777777777777777777777777777777

Figure 2. Illustration of weak (unseparated) impinging SWTBLI (Adapted from Delery and Marving).

As the shock generator angle is increased, so too is the oblique shock strength, which causes the wall shear stress
near the impingement point to decrease further. Once the shear stress at the impingement point reaches zero, a small
separation shock and bubble structure is formed. With further increases in the shock strength, the separation bubble
grows and the flow becomes fully separated, as illustrated in figure 3. The boundary layer becomes separated at
point S, well upstream of where the incident shock would meet the surface in an inviscid flow. At the point of
separation, a rapid pressure rise occurs as a result of compression waves which propagate in the supersonic part of
the boundary layer and coalesce to form a separation or lambda shock (C2). The separation shock intersects the
incident shock at point H, which generates the refracted shocks (C3) and (C4). Since the entropy rise through (C1)
and (C4) is different than through (C2) and (C3), point H also denotes the origin of a slip line. Refracted shock (C3)
enters the boundary layer, where it reflects off the separation bubble and forms an expansion fan. This expansion
fan turns the flow back towards the downstream portion of the separation bubble, until the flow reattaches at point
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R. As a result of this flow turning, compression waves are formed above the downstream portion of the separation
bubble. These compression waves coalesce and merge with refracted shock (C4) to form the reflected shock (C5).
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Figure 3. Illustration of strong (separated) impinging SWTBLI (Adapted from Delery and Marvin’).

As noted in experiments by Dolling and Brusniak'® and later computationally using RANS simulations by
Brown,'' Brown et al.,'* and Fedorova & Fedorchenko," the associated lambda shock is unsteady, having time
scales larger than, and comparable to, the turbulent boundary layer itself. This unsteadiness has also been studied
computationally using higher fidelity models, such as LES."> Thus, the shock unsteadiness is undoubtedly a main
source of uncertainty when utilizing a RANS solver (with traditional turbulence closure models) to predict such flow
phenomena.

One of the most commonly studied 3-D SWTBLI configurations is a sharp fin on a flat plate, with the fin placed
at an angle of attack, B, to the incoming flow," as illustrated in figure 4. This configuration produces a 3-D swept
SWTBLI, which is a simplified version of more complex interactions that can occur in engine inlets and fin/body
junctions of hypersonic vehicles. The oblique shock generated by the sharp fin, sweeps across the turbulent
boundary layer that develops along the flat plate, producing a complex, 3-D flow field. Spanwise pressure gradients
near the fin generate secondary flows, which induce one or more large scale flattened/elliptical vortices that grow
with downstream distance from the fin Leading Edge (LE).

Turbulent S
Boundary Layer

Flat Plate

Figure 4. Basic 3-D swept SWTBLI geometry.

For all but the smallest angle of attack, P, the growth of these vortices and thus the interaction, has been
experimentally observed as conical in nature beyond a small inception region near the fin LE.'® By using a Virtual
Conical Origin (VCO), the footprint of the interaction on the flat plate can be collapsed to polar coordinates as
illustrated in figure 5. In figure 5, Ul denotes the line of upstream influence, while S1 and R1 denote the line of
flow separation and reattachment respectively from the primary separation vortex. A secondary separation vortex
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can also form downstream of the primary separation vortex for moderately strong interactions, but disappears as the
interaction strength increases.'” This secondary separation vortex is denoted by S2 and R2 in figure 5 for the
associated lines of separation and reattachment.

Figure 5. Swept SWTBLI footprint with surface flow streamlines (Adapted from Schiilein and
Zheltovodov'®).

From a conical cross-plane point of view, as illustrated in figure 6, the interaction is similar to the 2-D impinging
SWTBLI. However there are some main differences between the two. First, the separation or lambda shock
structure is absent of the refracted shock C4, since the shock from the fin is normal to the flat plate. Second, the
separation bubble is replaced with a separation vortex which grows as it extends downstream. Third, the
compression waves at the rear of the separation form a jet (transonic in the cross-plane) that impinges on the plate
surface just outbound of the fin. This impinging jet is believed to be responsible for the high surface pressure, skin
friction, and heat transfer in this region.'” When present, the secondary separation vortex forms underneath the
primary separation vortex and rotates in the opposite direction. As with the 2-D impinging SWTBLI, the separation
vortex is unsteady and has been found to produce fluctuating wall pressures.*’

Shock (C1)

SN\ "Sharp Fin NN IN
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Figure 6. Illustration of the swept SWTBLI structure (Adapted from Rodi et al.”® ).
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II. Overview of Experiments

For the work presented here, the thoroughly documented experiments of Schiilein et al. for a 2-D impinging® and
3-D sharp fin/swept'® SWTBLI are utilized. They were conducted at the Institute of Fluid Mechanics DLR
(Géttingen, Germany) in the Liidwig Tube Facility (RWG, Tunnel B), which had a useful test time of 0.3 seconds
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for the test conditions. The nominal flow conditions at the inlet were P, = 2.12 MPa, T, =410 K, M, =5, T,, = 300
K, Re/m = 37E6/m, and H, ., = 410 kJ/kg, with air as the working fluid. Run to run variations were less than 0.5%
for M,, and U,,, and within 2% for T.,. The wall temperature of the models was held at 300 + 5 K during all runs,
with the exception of heat flux measurements, which showed a noticeable adiabatic heating of the models.

A. 2-D Impinging SWTBLI

In the impinging SWTBLI experiments, a flat plate 500 mm long by 400 mm wide was used along with a shock
generator which was 300 mm long by 400 mm wide. Measurements on the flat plate are given for four cases: GO,
undisturbed (no shock generator) turbulent boundary layer. G6, shock generator mounted at an angle B = 6°,
producing a weak interaction with completely attached flow. G10, shock generator at an angle B = 10°, resulting in
critical interaction, and incipient separated flow. G135, shock generator mounted at angle B = 14° causing strong
interaction and fully separated flow.

The reported measurements from the experiment included wall pressure (with 67 static pressure taps along a
streamline on the surface of the flat plate), boundary layer profiles (at 10 streamwise and 4 spanwise locations), and
skin friction (via optical and oil film techniques). In a later publication,”" Schiilein presented revised skin friction
measurements, obtained using the Global Interferometry Skin Friction (GISF) technique, along with heat flux
measurements, obtained using a thin skin technique, for the same experiment. The measurement techniques and
instrumentation employed for this experiment were documented in detail. Reported uncertainty was £100 Pa for
wall pressure, £138 PA for static pressure and £0.05 mm for the distance above the plate for profile surveys, skin
friction within +4% (in the undisturbed boundary layer) to £10% (near the flow reattachment area), and +5% for
heat transfer.

This experiment has been used to assess the computational results (and turbulence models) from other solvers,
allowing for comparison of the current work with other independent simulations. Steelant™ investigated the effects
of including compressibility corrections in Wilcox’s Low Reynolds and Mentors non-linear SST turbulence models.
Lenahan® used NASA’s Wind-US solver with both the Spalart-Allmaras and SST turbulence models. Lindblad et
al.** used an Explicit Algebraic Reynolds Stress Model (EARSM) and Fedorova and Fedorchenko' extended the
work by investigating the effects of external turbulence and the separated shock unsteadiness for the G14 case.
Brown'' used NASA’s DPLR production solver with Spalart-Allmaras, k-o, and SST turbulence models.

B. 3-D Sharp Fin / Swept SWTBLI

The 3-D sharp fin experiments were a follow on to the 2-D impinging SWTBLI experiments and the same flat plate
was used along with either one or two 100 mm tall unswept sharp fins. However for the work presented here, only
configurations with a single fin are considered. The fin was mounted with its’ LE on the streamwise centerline of
the plate at an angle of attack to the incoming flow of . Two cases were simulated; LF12 (§ = 12°), with the fin
LE 249.5 mm downstream of plate LE, and LF23 (B = 23°), with the fin LE 286.0 mm downstream of the plate LE.

Reported measurements from this experiment include wall pressure (with 143 static pressure taps, in 10 mm
intervals both streamwise and spanwise), flow pattern visualization, skin friction (via optical, oil film, and GISF
techniques), and heat flux (via the thin-skin technique and an insert along the plates’ streamwise centerline with 29
thermocouples). Unfortunately, skin friction measurements are only available for LF23 case. To obtain continuous
data throughout the interaction region, the fins were moved 5 mm in both spanwise and streamwise directions. As
with the 2-D impinging SWTBLI experiments, the measurement techniques and instrumentation used is well
documented. Reported uncertainty was £ 2.5% for surface pressure, skin friction within =10 %, and £5% for heat
flux.

IV. Computational Approach
A. Numerical Model

Simulations were carried out using US3D, a well-validated, cell-centered, finite-volume, solver for the solution of
the nonequilibrium, compressible Navier—Stokes equations on unstructured grids, developed at the University of
Minnesota.”> The modified Steger-Warming flux vector splitting scheme of MacCormack and Candler*® is used to
evaluate the inviscid fluxes. This modified Steger-Warming method uses a pressure-dependent weighting function to
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switch smoothly from a low-dissipation method in regions of low gradients to the original Steger—Warming scheme
when a large-pressure gradient is detected across a face (such as for a strong shock). MUSCL reconstruction®’ is
used at the faces, resulting in second order spatial accuracy. Diffusive fluxes are computed using a second-order
scheme, in which the gradients are computed using a deferred correction approach similar to that of Nompelis et
al.,”>*** MacCormack and Candler,”*”" and Kim et al.*> Weighted least square fits are used to calculate the viscous
fluxes from second order accurate gradients.

Solutions are driven to a steady state convergence using a backward Euler time stepping, which is fully implicit,
but only first order accurate. Future time level fluxes are approximated by linearizing the fluxes about the current
time level using exact flux jacobians. The data-parallel line relaxation (DPLR) method, based on the Gauss—Seidel
line relaxation method of MacCormack®, is then employed to solve the resulting linear system. To improve
performance on parallel systems, the DPLR method replaces Gauss—Seidel sweeps with a series of line relaxation
sweeps.”* Overall, the DPLR method has high parallel efficiency and good convergence characteristics, particularly
when solving large compressible flow problems.

US3D is designed for high enthalpy (high temperature) flows, such as those encountered in hypersonic
flight or shock tunnels. In contrast, the experiments simulated here have a rather low enthalpy flow, with a
static inlet temperature of 68 K. While US3D has an option to use Sutherland’s viscosity law (with < 2% error
for temperatures down to 200 K), a modified viscosity model, blended with Keyes low temperature viscosity
law as described in Ref. 35, was employed:

1= ps = 1.4858x107° T3/2 /(T + 110.4) T > 100 K (1
u=fus+ 1 — ug 100K <T < 888K (2)
1= pg = 1.488x107°VT /(1 + 122.1x1075/T/T) T < 888K (€)

Where T is the static temperature, u is the dynamic viscosity, ug is the dynamic viscosity from Sutherlands’ law, pug
is the dynamic viscosity from Keyes’ law, and f'is the blending function, given by:

f=(T—-888)/11.2 4

The Negative Spalart-Allmaras (SA-NEG) turbulence closure model®®, with trip term and corrections for
compressible flow was used for all work presented here. This modified form of the Spalart-Allmaras model is an
extension to the original (positive) model and is activated only when ¥ becomes negative, such as areas with under-
resolved grids or non-physical transient states. For regions where ¥ is not negative, the original (positive) Spalart
Allmaras model is recovered. From the wall skin friction data for the experiment, the boundary layer becomes
turbulent at approximately 100 mm from the leading edge of the flat plate. Hence a trip point was specified for this
location, using the Spalart-Allmaras trip term, for all the cases presented here.

B. Grid Generation

Three dimensional structured grids were used for all the simulations in this work. Since the interaction is assumed
to be 2-D for the impinging SWTBLI, a periodic boundary condition is employed for these cases in the spanwise
direction. Additionally, only 1.5 mm of the plate width is modeled using three cells in the spanwise direction.

For the undisturbed boundary layer, case GO, the modeled domain was 30 mm high (roughly half the height of
the interaction region) and 500 mm long. Three successively refined grids were used in order to check for grid
independence and convergence; 512x128x3 cells, 1024x256x3 cells, and 2048x512x3 cells corresponding to the
coarse, medium, and fine grids respectively. The coarse grid was constructed first, with cells clustered in the normal
direction near the plate surface using a hyperbolic tangent function. Initial grid spacing was adjusted until the
maximum Ay' was approximately unity, or Ay, = 1.6E-2 mm. This resulted in roughly 80, 166, and 330 cells within
the boundary layer height for the coarse, medium, and fine grids respectively. A portion of the coarse grid is shown
in figure 7 with every other grid point removed, to give an idea of the clustering used near the wall in order to
properly capture and define the turbulent boundary layer. To make post processing a bit easier, the grid was
translated in the spanwise direction such that the plate centerline corresponded to z = 0. The medium grid was then
constructed from the coarse grid using a cubic spline to divide each cell into four cells while maintaining the same
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grid point distribution in each direction as the coarse grid. Next, the fine grid was constructed from the medium grid
using the same process.

30i T ‘

20

y [mm]

0 ' ‘ 20 ‘ ' 40 ' ‘ ‘ 60
X [mm]

Figure 7. Portion of the coarse grid for the G0 case (Every other grid point removed for clarity).

Grids for the G6, G10, and G14 cases were all constructed in the same manner. As with the GO case, three
successively refined grids were constructed for each of these interaction cases; 512x256x3 cells, 1024x512x3 cells,
and 2048x1024x3 cells corresponding to the coarse, medium, and fine grids. The coarse grids for these cases were
constructed first. To help reproduce the same turbulent boundary layer in the interaction cases as in the GO case, the
domain was first split in the streamwise direction into an upper and lower half. The lower half was the same size as
the GO case and the same grid spacing in the normal direction was used. For the upper half, the normal grid spacing
was clustered in both directions using a hyperbolic tangent function. The initial grid spacing near the shock
generated side was 1.6E-2 mm and the other side was set to match the lower domain spacing where they met. In the
streamwise direction, grid spacing was initially made as even as possible. Following this, 30% of the grid points
from the section before the shock generator were subtracted and evenly distributed to the rest of the domain. This
was done to help make better use of the grids cells utilized in resolving the interaction region. To help smooth the
grid, the portions of the grid before and after the shock generator were clustered in the streamwise direction using
the hyperbolic tangent function and matching the grid spacing were they met the center section. As with the GO
case, the grid was translated in the spanwise direction such that the plate centerline corresponded to z = 0. The
medium grid was then constructed from the fine grid using the same cubic spline function as with the GO case.
However, because the cubic spline tends to round off corners, the grids were first divided up into three pieces in the
streamwise direction (before, including, and after the shock generator). Each of these three grid pieces was then
refined separately using the cubic spline function and then joined back together again to form the final grid. This
same process was then used to generate the fine grid from the medium grid.

The LF23 and LF12 case grids were created using the same procedure. Once again, three successively refined
grids were constructed for each interaction case. However unlike the 2-D cases, the grids were refined in all three
dimensions using a refinement factor of 1.5. The three grid sizes were 128x128x96 cells, 192x192x144 cells, and
288x288x216 cells, corresponding to the coarse, medium, and fine grids respectively. As with the 2-D cases, the
coarse grid was constructed first. In the normal direction, cells were clustered along the flat plate surface using a
hyperbolic tangent function and an initial grid spacing of Ay, = 1.6E-2 mm. Next, the domain was divided in the
streamwise direction at the fin LE. For the region ahead of the fin, cells were clustered in the spanwise direction
near the fin side using a hyperbolic tangent function and an initial grid spacing of Az, - 1.0E-3 mm. The outlet
domain was split in the spanwise direction at a location corresponding to where an inviscid shock from the fin would
cross. Two thirds of the spanwise grid points were then assigned to the portion between the fin and the shock, while
a third of the spanwise grid points was assigned to the remaining section on the other side of the shock. Cells were
clustered in the region between the fin and shock using a hyperbolic tangent function and initial grid spacing of 1E-2
mm and 5E-1 mm along the fin and shock respectively. The cells near the shock on the other side were also
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clustered using a hyperbolic tangent function and an initial grid spacing of SE-1 mm. In the streamwise direction,
the grid points were initially uniformly distributed, then 30% of them were subtracted from the region ahead of the
fin and added to the fin region. The grid was then clustered in the streamwise directions using a hyperbolic tangent
function. An initial grid spacing of 1E-1 mm was used along the streamwise division about the fin LE. To help
smooth the grid, the initial grid spacing at the flat plate LE and outlet were chosen to mirror the spacing in the
spanwise directions at the maximum span, i.e. side away from the fin. A normal slice of the LF23 coarse grid is
shown in figure 8, with every other grid point removed for clarity. As with the 2-D cases, the medium grid was then
generated from the coarse grid using a cubic spline function. Once again, to avoid sharp corner round off of the
domain, the coarse grid was split into two portions about the fin LE. Each portion was refined separately and then
joined together to form the final grid. The same procedure was used to generate the fine grid from the medium grid.
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Figure 8. Normal slice of the LF12 case coarse grid (Every other grid point removed for clarity).

V. Results

A list of the six cases examined in this paper is given in table 1, along with the deflection angle, {3, of the
shock generator (for 2D impinging shock cases) or the fin (for 3D swept shock cases).

Table 1. Summary of cases examined.

Case B Description

GO - Undisturbed turbulent boundary layer

G6 6° 2-D Impinging shock, weak interaction with fully attached flow
G10 10° 2-D Impinging shock, critical interaction

with incipient separated flow

Gl4 14° 2-D Impinging shock, strong interaction with separated flow
LF12 12° 3-D swept shock, intermediate interaction
LF23 23° 3-D swept shock, strong interaction

A. GO Case, Undisturbed Turbulent Boundary Layer

The primary purpose of this case is to ensure the proper turbulent boundary layer develops along the flat plate and
that the flow conditions are correct before adding the impinging or swept shock. Inlet conditions were calculated
from the total pressure, total temperature, and Mach number reported for the experiments using isentropic properties
giving p = 0.2043 kg/m’, T = 68.33 K, and U = 828.5 m/s. The plate was treated as an isothermal surface with a
fixed temperature of 300 K.
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Turbulent boundary layer properties were calculated from the simulation results by first extracting a line of data
from each solution using Tecplot’s Extract Precise Polyline add-on. Lines of data were extracted normal to plate
surface, starting at 336 mm from the plate LE and at midspan, and ending 5 mm above this, with 2000 points
extracted from cell volumes. The boundary layer thickness was then determined from this line of data based on the
distance from the flat plate where 99.5% of the maximum streamwise velocity was reached. Displacement and
momentum thicknesses were calculated next using numerical integration with the trapezoidal rule. For these
calculations, the boundary layer edge was assumed to coincide with the location of maximum streamwise velocity.
Hence, values for the velocity and density at the boundary layer edge were taken from this location and the
integration was performed from the flat plate surface to this location as well. The iterative method of Huang et al.”®
was used in the experiment to determine the displacement and momentum thicknesses from measured velocity
profiles. This was done due to a limited number of data points in the profile, and was also used to estimate skin
friction. A Richardson extrapolation was performed for each of the calculated quantities from the three grids to
determine the value and tolerance towards which the simulations were converging. A summary/comparison of the
boundary layer properties at 336 mm from the plate LE (corresponding to location 5 in the experiment), is given in
table 2.

Table 2. Summary of turbulent boundary layer properties for the G0 case at 336 mm downstream of the
plate LE (corresponding to section 5 in the experiment).

Richardson
Coarse grid Medium grid  Fine grid Extrapolation Experiment
Grid size  512x128x3 1024x256x3  2048x512x3 - -
Ay, 1.6E-2 mm 8.0E-3 mm 4.0E-3 mm - -
y" max 1.028 0.523 0.262 - -
0 4.652 mm 4.522 mm 4518 mm 4518 mm=+0.004%  4.658 mm+ 1%
by 1.916 mm 1.868 mm 1.865 mm 1.864 mm + 0.02%  1.894 mm + 2.6%
0 0.189 mm 0.188 mm 0.188 mm 0.188 mm + 8E-8%  0.189 mm + 13%
H 10.12 9.94 9.92 9.92 +£0.03% 10.0 £ 15%
cr 1.2167E-3 1.2159E-3 1.2155E-3 1.2151E-3 £ 0.04% 1.31E-3+4%
St 0.4637E-3 0.4648E-3 0.4651E-3 0.5652E-3 + 0.03% 0.456E-3 = 5%

Comparisons of the velocity, density, and temperature profiles are given in figures 9-11 respectively between the
experimentally determined and CFD predicted profiles at 336 mm from the plate LE (corresponding to section 5 in
the experiment). In figure 9, all three grid solutions have converged together for the lower half of the boundary
layer and at the freestream, but the coarse grid shows a slightly quicker increase towards the freestream velocity than
the medium and fine grids in the upper half of the boundary layer. In comparison to the experimental profile, the
agreement is good, with the computational results showing a slightly slower growth in velocity in the lower third of
the boundary layer. In figure 10, the medium and fine grids show good convergence, with the coarse grid showing a
slightly faster increase in density from about a quarter of the boundary layer thickness off the wall to the boundary
layer thickness. After this point, the coarse grid solution lags the fine and medium grids till it reaches the freestream
value. The experimental profile shows a faster growth in the density than all there grids, especially near the lower
third of the boundary layer. In figure 11, the fine and medium grids show good convergence in the temperature
profile. The coarse grid matches the fine and medium grids along the first third of the boundary layer and again at
the freestream, but similar to velocity, shows a slightly faster decrease in temperature in between. The experimental
profile shows a quicker decrease in temperature than the CFD results, especially in the first third of the boundary
layer, but agrees with the CFD results at the freestream.

Figure 12 shows the boundary layer profile using Van Driest II transformation given by Huang, Brandshaw, and
Coakley.”” Also shown in figure 10 is the linear relationship u” =y for the viscous sublayer, the log law for the log
layer, and Spaldings’ law of the wall with no wake term.”® All three grid solutions have converged and show fairly
good agreement with the experimental profile up to about a y" of 200. Beyond this point, the deviation between the
computational and experimental results is due to the under prediction of friction velocity caused by the turbulence
model. Since the reciprocal of the friction velocity is used in the Van Driest II transformation as part of the scaling
function for the non-dimensional u’, a lower friction velocity gives a higher u' at the edge of the boundary layer.
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Figure 9. Velocity profile for the G0 undisturbed boundary layer case.
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Figure 10. Density profile for the GO undisturbed boundary layer case.
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Figure 11. Temperature profile for the G0 undisturbed boundary layer case.
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The ratio of wall pressure to freestream pressure is plotted in figure 13, with the results from all three grids
having converged to the same solution, except for a slight difference in trip intensity/strength between the coarse
grid and the medium and fine grids. The simulation also agrees well within the scatter of the experimental data.

Skin friction along the wall is plotted in figure 14. From this plot, it can be seen that the boundary layer
becomes turbulent at the trip location and remains so for the rest of the flat plate. While the strength/intensity of the
trip in the computational simulations is weaker than measured in the experiment, the skin friction before and after
the trip are in very close agreement between the computational grids. Once again, there is a slight difference in trip
intensity/strength noticeable between the coarse grid and the medium and fine grids.

Heat transfer along the wall is shown in figure 15. Once again, the medium and fine grids have converged to the
same solution. The coarse grid solution varies from the medium and fine grid solutions, both before and at the trip
location. All three solutions over predict the wall heating by roughly 10%.
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Figure 13. Wall pressure ratios for the G0 undisturbed boundary layer case.
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Figure 15. Heat transfer for the GO undisturbed boundary layer case.
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B. G6 Case, Weak 2-D Interaction with Fully Attached Flow

The G6 case involves the shock generator at a deflection angle f of 6°, which results in a weak interaction with
fully attached flow. A pressure contour plot of this case is shown figure 16 to give a general overview of the flow
involved. In this figure, the turbulence trip, turbulent boundary layer, oblique shock created by the shock generator,
reflected shock, and the expansion fan at the end of the shock generator are identified.

0.1 Shock Generator

Expansion Fan

0.05

y [m]

. Turbulent Boundary Layer
0.1 0.2 0.3 0.4 0.5
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Figure 16. Pressure contour of the G6 case.

The ratio of wall pressure to freestream pressure is given figure 17. Again, the medium and fine grids show
convergence to the same solution. The coarse grid solution shows a slightly earlier jump in pressure at the
impingement point along with a dip in the pressure ratio at the outlet. Overall, the agreement between the
computational results and the experimental data is good.
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Figure 17. Wall pressure ratios for the G6 case.

Wall skin friction along the flat plate is given in figure 18. All three grids have converged to the same solution,
with the exception of the coarse grid at the impingement point. At the impingement point, the coarse grid solution
shows less of a drop in skin friction and slightly higher over prediction afterwards. The solutions show good
agreement with the experimental data up to the last profile measurement. This is in the region past the shock
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generator in which the expansion fan, formed at the end of the shock generator, weakens the reflected shock. One
possible explanation for the mismatch is that the strength of the expansion shock in the simulations is not properly
captured, as a result of not modeling the full aft region of the shock generator.

The predicted heat transfer for this case is given in figure 19. As with the wall pressure ratios, all three grids
have converged to the same solution, with the exception of the coarse grid at the impingement point and near the
outlet. The simulation significantly over predicts the heat transfer, compared with the experimental data, by nearly
30% and in addition shows a drop off after the impingement while the experimental data roughly shows a plateau in
this region.
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Figure 18. Skin friction for the G6 case.
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Figure 19. Heat transfer for the G6 case.

C. G10 Case, Critical 2-D Interaction with Incipient Separated Flow

For the G10 case, the shock generator is set at a deflection angle B of 10°, which results in a critical interaction with
incipient separated flow. A pressure contour plot of the interaction region from the medium grid solution is given in
figure 20, with features of the separation structure highlighted and streamlines in the boundary layer to help define
the separation bubble . In figure 20, S and R denote the point of flow separation and reattachment respectively. In
the experiment, the flow separates at x ~ 0.334 m and reattaches at x ~ 0.345 m, while in the computational
simulations, the flow separates further downstream at x ~ 0.341 m and reattaches at x ~ 0.347 m.

The ratio of wall pressure to freestream pressure is given figure 21. All three grids have converged to the same
solution with the exception of the coarse grid in the drop off region after the plateau in the interaction region.
Interestingly enough, the coarse grid solution matches the other two grid solution at the outlet. Comparison with the
experimental data shows excellent agreement, though there is slight mismatch in the initial rise of the pressure ratio.
In addition, the pressure ratio drop off from the simulation is not as steep as in the experimental data.

Wall skin friction is plotted in figure 22. Unlike the previous cases, the solutions for the three grids diverge after
the impingement point but converge back together at the outlet. The drop in skin friction about the impingement
point is much more abrupt in the simulation results than the experimental data. In addition, the experimental data
shows a peak in skin friction following the initial jump after the impingement. The difference in the simulation
results and the experimental data at this point reaches roughly 25%. However, the computational simulations begin
to agree with the experimental data (profile measurements) in the plateau region following this peak.

The heat transfer for this case is shown in figure 23. From this figure, the medium and fine grid solutions have
converged together. The coarse grid solution shows a larger over prediction of the skin friction following the
impingement, but also a quicker drop off after the plateau. All three grid solutions match back up at the outlet. The
computational simulations once again show a more abrupt increase in skin friction following the impingement than
the experimental data, and over predict the skin friction by roughly 30%. Both the computational results and
experimental data show a sloped plateau following the rise in skin friction, with the coarse grid having a sharper
slope than the medium or fine grids.
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Pressure contour of interaction region for the G10 case, with features of the
separation structure highlighted and streamlines in the boundary layer to help define the
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Figure 21. Wall pressure ratios for the G10 case.
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Figure 23. Heat transfer for the G10 case.
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D. G14 Case, Strong 2-D Interaction with Fully Separated Flow

In the G14 case, the shock generator is set at a deflection angle B of 14°, which results in strong interaction and fully
separated flow. A pressure contour plot of the interaction region from the medium grid solution is given in figure
24, with features of the separation structure highlighted and streamlines in the boundary layer to help define the
separation bubble. In figure 24, the S and R denote the point of flow separation and reattachment respectively. For
the computational results, separation occurs at x ~ 0.333 m and reattaches at x ~ 0.350 m, compared to the
experimental data, where separation occurs earlier at x ~ 0.314 m and reattaches at x ~ 0.347 m.
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Figure 24. Pressure contour of interaction region for the G14 case, with features of the
separation structure highlighted and streamlines in the boundary layer to help define the
separation bubble.

The ratio of static wall pressure to static freestream pressure is given in figure 25. While the separation bubble is
visible in the CFD solutions, its’ effect on the initial rise in wall static pressure at the impingement point is not as
strong or spread out as in the experimental data, which is likely due to the difference in location for the onset of
separation. Unlike the previous cases, the coarse grid solution varies a fair amount from the medium and fine grid
solutions. In addition, the pressure at the wall is slightly over predicted in comparison with the experimental data.
Once again, all three grids converge to the same solution at the outlet.

Figure 26 shows the wall skin friction for this case. The coarse grid solution divergences significantly from the
other two solutions starting just before flow reattachment, but begins to trend towards the other two solutions near
the exit. Additionally, the medium and fine grid solutions also show significant diverge from one another shortly
after the flow reattaches, but converge together near the exit. This divergence between the solutions, which was also
observed in the G10 case, is most likely due to the inability of the turbulence model to handle the strong non-
equilibrium boundary layer which results from the interaction. In comparison with the experimental data, the
computational results show a delayed, but stronger drop in skin friction near the separation bubble. For the
interaction region, the computational results trend away from the increased skin friction. It was also noted that in
the iteraction region, the GISF experimental results are significantly higher than even the values calculated from the
profile survey measurements. From the report on the GISF measurements of the experiment,” it is believed that the
oil film used in the GISF method may be exhibiting instabilities from waves in the oil film as a consequence of the
higher shear stress for the viscosity of oil. Thus a greater weight is given to the skin friction calculated from profile
survey measurements. As in the previous cases, the skin friction is under predicted by roughly 20%.
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Figure 25. Wall pressure ratios for the G14 case.
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Figure 27. Heat transfer for the G14 case.

The heat transfer along the wall is plotted in figure 27. As with the wall pressure and skin friction results, the
computational simulations show a more abrupt rise and lack the initial spread out effects of the separation, due to the
difference in location and length of the separation bubble. The medium and fine grids show convergence to the
same solution. However, the coarse grid solution shows a steeper rise in overpredicting heat transfer after the flow
reattaches, followed by a drop and plateau below the other two solutions. This is most likely due to a lack of grid
resolution in the region following the interaction. As a result, the coarse grid is unable to handle the non-equilbrium
boundary layer produced by the interaction. Compared with the experimental data scatter, the medium and fine grid
simulations over predict the heat transfer by roughly 13% for this case.

E. LF12 Case, Sharp Fin at 12°

In the LF12 case, a sharp fin is set at an angle of attack to the freestream flow, B, of 12°. This results in a swept
SWTBLI and associated 3-D flow. Results from the medium grid are used to highlight features of the interaction
and ensure the expected structure is present. In figure 28, a density contour plot near the exit plane (x = 250 mm) is
given, with some of the separation structure clearly identified. Figure 29 is a contour plot of heat transfer on the
plate with streamlines of the flow near the surface, making the interaction footprint easier to identify. From the
streamlines and density contours, it was determined that the upstream influence, primary separation, shock, and
primary reattachment angles were 31.7°, 29.5°, 21.1°, and 14.9° respectively. In the experiment, a thin mixture of
mineral oil and oil-based paint was used to visualize the interaction footprint. The reported angles for upstream
influence, primary separation, shock, and primary reattachment are 31.7°, 29.2°, 21.3°, and 15.2° respectively

The ratio of pressure on the plate to freestream pressure at streamwise locations of 98 mm and 168 mm from the
fin LE are given in figures 30 and 31 respectively. In these figures, the primary reattachment (z/x ~ 0.275), shock
(z/x ~ 0.375), and primary separation (z/x ~ 0.65) locations are identifyable. The solutions from all three grids have
converged together except at the primary reattachment and separation locations, indicating that the separation vortex
is not properly resolved. In general, the predicted wall pressure is in good agreement with the experimentally
measured values.

Figure 32 gives a comparison of the heat transfer along the plate at z = 74.5 mm for all three grids with the
experiment. The medium and fine grid solutions have converged almost on top of one another, while the coarse grid
solution shows deviation, both before the fin LE and near the outlet. In addition, the medium and fine grids appear
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to resolve the primary separation region (near x = 140 mm) demonstrating an “S-bend”, while the coarse grid
solution smears this feature. In the simulations, the plate is treated as an isothermal surface, but the experimental
measurements showed the plate did have some temperature variation leading up to the primary separation location.
This explains the general flat trend of the simulations compared to the oscillation in the experimental measurements
in the region upstream of the primary separation. As with the 2-D impinging interaction cases, the heat transfer rate
is over predicted following the separation vortex by roughly 20%.
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Figure 28. Density contour plot of outlet plane for the LF12 case.
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Figure 29. Contour of heat transfer on the plate for the LF12 case, with streamlines of velocity

near the surface and main elements of the interaction footprint highlighted.
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Figure 30. Wall pressure ratios along the plate at x =98 mm for the LF12 case.
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Figure 31. Wall pressure ratios along the plate at x = 168 mm for the LF12 case.
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Figure 32. Heat transfer along the plate at z = 74.5 mm for the LF12 case.
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F. LF23 Case, Sharp Fin at 23°

For the LF23 case, the sharp fin is set at an angle of attack to the freestream flow, B, of 23°, resulting in a swept
SWTBLI and fully 3-D flow. Results from the medium grid are once again used to highlight features of the
interaction for this case and ensure that the proper structure is present. In figure 33, a density contour plot near the
exit plane (x = 210 mm) is given, with the main aspects of the separation structure clearly identified. Figure 34 is a
contour plot of heat transfer on the plate with streamlines of the flow near the surface (making the interaction
footprint clearer to see), with the main structures of the footprint identified. As with the LF12 case, streamlines and
density contours were used to determine the upstream influence, primary separation, shock, and primary
reattachment angles which were 50.3°, 48.2°, 33.0°, and 27.0° respectively. The reported angles for upstream
influence, primary separation, shock, and primary reattachment are 49.8°, 48.82°, 33.3°, and 27.6° respectively.

The ratio of pressure on the plate to freestream pressure at streamwise locations of 83 mm, 123 mm, and 153 mm
from the fin LE are given in figures 35 through 37 respectively. In these figures, the primary reattachment (z/x ~
0.5), shock (z/x ~ 0.61), and primary separation (z/x ~ 1.1) locations are redily identifyable. In general, the solutions
from all three grids have converged together except at the primary reattachment and separation locations, indicating
that the separation vortex is not being properly resolved. Deviation of the solutions from the measured pressure are
most noticeable at the shock and primary separation locations.

Figure 33. Density contour plot of outlet plane for the LF23 case.
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Figure 34. Contour of heat transfer on the plate for the LF23 case, with streamlines of velocity

near the surface and main elements of the interaction footprint highlighted.
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Figure 35. Wall pressure ratios along the plate at x = 83 mm for the LF23 case.
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Figure 36. Wall pressure ratios along the plate at x =123 mm for the LF23 case
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Figure 37. Wall pressure ratios along the plate at x = 153 mm for the LF23 case.

While not available for the LF12 case, skin friction measurements at three streamwise locations are available for
the LF23 case. Figures 38 through 40 show comparisons of the measured skin friction (using the GISF method)
with simulation predictions from all three grids for x = 82 mm, x = 122 mm, and x = 162 mm respectively. These
figures show a general trend that the peak skin friction, which occurs at the reattachment location, is under predicted
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the most by the coarse grid solution and predicted the closest by the fine grid solution. Despite this, all three grid
solutions predict the reattachment location fairly accurately. Since the number of cells in the reattachment region
increases going from the coarse to the medium grid solutions, and again from the medium to fine grid solution, the
grid cell density in the reattachment region is shown to play a significant role in predicting the peak skin friction
magnitude, but not location. Aside from the region of reattachment, all three grid solutions have converged on top
of one another.

In figure 38, the secondary separation vortex (z/x ~ 0.65) is not resolved well by the simulations and they do not
demonstrate the same sharp drop in skin friction as measured by the experiment. Similarly, the simulations do not
capture the primary separation location (z/x ~ 1.2) clearly and do not show the signature “S-bend” as captured in the
experimental measurements. Figures 39 and 40 show the same trends, with the secondary separation vortex and
primary separation location not being well resolved.

Figure 41 gives a comparison of the heat transfer along the plate at z = 121 mm for all three grids to the
experimental measurements. Solutions from all three grids show good convergence to each other except near the
reattachment region (near x ~ 185 mm), where the coarse grid shows the quickest drop in heat transfer, followed by
the medium grid. Upon closer inspection, the fine grid solution shows a small spike in heat transfer right before the
reattachment point, which is also just noticeable in the experimental measurements. As in the LF12 case, the
experimental measurements show a slight oscillation in the heat transfer along the plate leading up to the primary
separation point, while the simulations do not. This is due to the fact that simulations used an isothermal condition
for the plate, while the plate in the experiment showed slight fluctuations in surface temperature. As with the LF12
case, heat transfer is over predicted by as much as 30% following the separation location. It is also worth pointing
out that the increase in heat transfer after separation is steeper in the simulations than in the experimental
measurements.
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Figure 41. Heat transfer along the plate at z =121 mm for the LF23 case.

VI. Conclusions

Simulations for three 2-D impinging and two 3-D swept SWTBLI cases were performed using a RANS solver,
with three successively refined grids for each case. The results show that wall pressure can be predicted fairly
accurately, while skin friction tends to be under predicted and heat transfer over predicted. The level of over and
under prediction is increased with the strength of the interaction. This is mostly due to the limitations of the
turbulence model in predicting and handling separation. In the G10 and G14 cases, the predicted separation bubble
length was approximately half the length measured in the experiment. For the G14 case, the coarse grid lacked the
resolution to handle the non-equilibrium boundary layer produced by the interaction, which was more apparent in
the heat transfer than skin friction predictions. Additionally, the inherently unsteady nature of the separation bubble
makes predicting such interaction difficult. Despite the lack of accuracy in predicting skin friction and heat transfer,
the RANS simulations do show the same trends as in the measured experimental data. This ability to capture such
trends in skin friction and heat transfer do make RANS simulations useful for early design work and for evaluating
general configuration changes in design space.
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Implicit Large-Eddy Simulation of a Supersonic
Turbulent Boundary Layer: Code Comparison

Jonathan Poggie,* Nicholas J. Bisek," Timothy Leger,* and Ricky Tang®
Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433-7512 USA

High-fidelity, implicit large-eddy simulations of a Mach 2.9 turbulent boundary layer flow
have been carried out using three different computational fluid dynamics codes. The three
codes (FDL3DI, HOPS, and US3D) employ the same formal order of spatial and temporal
accuracy. The aim of the work was to compare code performance and accuracy, and to
identify best practices for large-eddy simulations with the three codes. The simulations
were carried out using the same boundary conditions, body force trip mechanism, grids,
and time-step. Additional calculations were carried out to compare the results obtained
with different numerical algorithms, and to explore correlations characterizing large-scale
structures in the flow turbulence. All three codes were able to produce plausible turbulent
boundary layers, and showed good agreement in the region where the boundary layer was
well developed. The details of the transition process, however, varied with the numerical
method and the details of its execution. In particular, coarser grids and more dissipative
numerical schemes led to delayed transition to turbulence in the calculations. The body-
force trip method was employed successfully in each case, and should be suitable for general
application. Many of the features of the large-scale structures were found to match between
computation and experiment, but additional work is warranted to explore the use of such
comparisons to validate large-eddy simulation codes.

I. Introduction

Large-eddy simulation (LES) is becoming a useful engineering tool for the design of high-speed air vehicles.
While Reynolds-averaged Navier-Stokes (RANS) simulations can be effective for flows with weak boundary
layer effects, they generally perform poorly for flows with strong three-dimensionality, and very poorly for
separated flows. Large-eddy simulation may be able to fill this gap in the portfolio of computational tools for
aircraft design. It is thus important to assess the accuracy of large-eddy simulation as an engineering tool,
in particular to investigate how the omission of the small scales affects the structure of the flow turbulence,
and how the choice of numerical algorithm and code implementation affects the computational results.

In the present project, high-fidelity, implicit large-eddy simulations (HFILES) of a supersonic, turbulent
boundary layer flow were performed using three different high-order computational fluid dynamics codes:
FDL3DI"? and HOPS,?> % developed at the Air Force Research Laboratory, and US3D,”® developed at the
University of Minnesota. The FDL3DI code has been extensively validated for large-eddy simulation, and a
growing body of work is being produced with US3D. The HOPS code was developed for plasma simulations,
but has been recently been adapted for large-eddy simulation.

Both FDL3DI and HOPS are finite-difference, structured-grid codes, whereas US3D is an unstructured,
finite-volume code. All three codes can employ sixth-order accurate spatial discretization and second-order
accurate, implicit time advancement. The simulations were performed using the same grids, time-step, and
numerical trip. With three different, independent code implementations, the comparison of numerical results
helps to identify errors in coding and procedure, and assess the relative merits of the numerical algorithms.
This project has also proved to be a useful exercise for identifying best practices for carrying out large-eddy
simulations with the three codes.
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II. Numerical Methods

High-fidelity, implicit large-eddy simulations were carried out with three, independently implemented
computer codes. The baseline numerical scheme for all three solvers included nominally sixth-order accurate
spatial differencing, and implicit, second-order accurate time integration. All three codes include the option
of switching to a lower-order, upwind scheme in the vicinity of a shock. For a general review of higher order
numerical methods for high-speed flows, see Pirozzoli.’

A. US3D

The US3D code is an unstructured, finite volume solver developed by G. Candler’s group at the University
of Minnesota.” The code solves the compressible Navier-Stokes equations using a cell-centered, finite-volume
formulation. For the calculations of both the inviscid and viscous fluxes, gradients of flow variables are
computed using a weighted least squares method.'®
In the present work, the inviscid fluxes were evaluated using the low-dissipation, kinetic energy preserving
scheme of Subbareddy and Candler.® In this formulation, the inviscid fluxes F are computed as the combi-
nation of a non-dissipative symmetric component Fy and an upwinded dissipative component F; multiplied
by a shock detecting switch a:
F=F;,+alFy (1)

The parameter « € [0, 1] is chosen so that the dissipative portion of the flux evaluation is only used in regions
near discontinuities. The present work employed the Ducros!! switch:

- 2
9
s .
(V-@) +Ia
where @ and & are the velocity and vorticity vectors, respectively.
Spatial derivatives of the inviscid fluxes were evaluated using a sixth-order accurate, gradient-based
interpolation scheme!? with the following form:

By = i + Piy1 + 8(6¢p; + 6pit1) i1 + ddisa
e 2 15 45

(3)

Here d¢; is the scalar (dot) product of the gradient of ¢ in Cell ¢ and the vector from the center of Cell i to
the center of Face i + % The viscous fluxes were evaluated using a second-order accurate central difference
scheme.

The current computations were carried out using the perfect gas assumption. Second-order accurate,
implicit time integration was employed.'3

B. HOPS and FDL3DI

Two codes developed at the Air Force Research Laboratory (AFRL) were also used in this study. The
FDL3DI code'? was named for the Flight Dynamics Laboratory, a precursor organization to AFRL. This
code is a high-order accurate, structured-grid, finite-difference solver for the perfect-gas, compressible-flow
Navier-Stokes equations. The HOPS (Higher Order Plasma Solver) code® is a multi-fluid code developed
for plasma computations. The code includes several physical models, but here it is employed as a single-fluid
gasdynamics code. Employed in this way, the two codes represent independent implementations of essentially
the same numerical approach.

Time integration of the conservation equations was carried out in the baseline approach using a second-
order implicit scheme, based on a three-point backward difference of the time terms. The general formulation
is similar to the standard technique of Beam and Warming.'* Approximate factoring and quasi-Newton
subiterations were employed, with three applications of the flow solver per time step. The implicit terms
were evaluated using the scalar pentadiagonal formulation of Pulliam and Chaussee.!®> For comparison, a
fourth-order, explicit Runge-Kutta method was employed for some of the calculations.

The baseline spatial differencing scheme was based on compact differencing and filtering.>»'% In one
dimension, the finite difference approximation to the first derivative ¢} at Node i is evaluated by solving a
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Parameter Value

dg 5.375 mm
Uso 604.5 m/s
Do 2.303 kPa
T 1081 K
T, 269.5K

M. 29

Uso/Voo 6.0x10° m~!

Table 1. Flow conditions for Mach 2.9 turbulent boundary layer.

tridiagonal system of the form:

a Git1 — Pi-1 ) Dit2 — Pi—2

5 1 (4)

Qg + ¢ +adi, =

where «, a, and b are constants chosen to give a certain order of accuracy and set of spectral properties for
the scheme.

Numerical stability was enforced using a low-pass, Padé-type, non-dispersive spatial filter. The filtering
approach replaces the computed value ¢; at a particular node with a filtered value ¢;:

N

— — — a
apd; 1+ ot apdi i, = Z jn(@#n + Gi—n) (5)

n=0
where the constants oy, ag, ... an are chosen to give appropriate filter properties. The filter was applied to

the solution vector, sequentially, in each of the three computational directions, following each sub-iteration
for implicit time integration, or each time-step for explicit integration. The order of the filtering operation
was permuted at each time step.

The hybrid compact-Roe shock capturing scheme of Visbal and Gaitonde? is employed for flows containing
strong shocks, but this was not necessary in the present work. For comparison to the compact difference
computations, an additional set of conventional upwind calculations was carried out with a third-order,
upwind-biased Roe scheme,'” 2 and fourth-order explicit spatial differencing of the viscous and metric
terms. These computations did not employ a limiter or filter.

The metrics were evaluated using the method of Thomas and Lombard.?!

ITI. Results

The baseline flow investigated here consists of a Mach 2.9, flat-plate turbulent boundary layer. The flow
conditions are listed in Table 1, and correspond to those reported for the experiments of Bookey et al.,?? and
studied in a number of previous computations.?? The conditions in the experiments of Spina?* are similar,
but correspond to an order of magnitude higher Reynolds number.

The calculation procedure was the same for each of the three computer codes. The inflow boundary
condition was provided by a similarity solution of the compressible, laminar boundary layer equations. The
boundary layer was tripped to turbulence using the body-force trip method of Mullenix et al.2> No-slip
conditions were imposed on the flat-plate surface, with zero normal pressure gradient enforced to third-
order accuracy. Periodic boundary conditions were imposed in the spanwise direction. Grid stretching and
extrapolation were used to provide outflow boundary conditions.

Two different computational meshes were employed: a coarse grid of 1.1 x 107 points and a fine grid of
7.7 x 107 points. The streamwise extent of the resolved region was 1008y and the spanwise extent was 5.
Some details of the two grids are listed in Table 2, and the fine mesh is illustrated in Fig. 1.

Table 2 also provides the grid spacing nondimensionalized in inner coordinates using reference conditions
at the station x/6y = 100. For flat plate configurations, Georgiadis et al.?6 recommend 50 < Az < 150,
Ayt 1 <1, and 15 < Azt < 40 for well-resolved large-eddy simulations, and 10 < Az™ < 20, Ayt L <1,

wal wal
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Quantity  Coarse Mesh  Fine Mesh

N, 677 1161
N, 131 261
N. 130 255

Az /o 2.0 x 107! 1.0 x 107!
Aywan/do 4.0 x 1073 2.0 x 1073
Az /b 4.0 x 1072 2.0 x 1072

Azt 50 28

Ayt 1.0 0.55

Azt 10 5.5
UsoAt/6g 1.0 x 1073 1.0 x 1073
At 1.1 x 1072 1.2 x 1072
Reg 5.3 x 103 5.7 x 103

Table 2. Properties of the computational mesh, nondimensionalized using conditions in the vicinity of the
reference station z/§p = 100 (HOPS code, C6/F8 scheme).

and 5 < AzT < 10 for direct numerical simulations. They recommend time steps in the range At™ < 1.
Both grids meet the criteria for well-resolved large-eddy simulation, but not the criteria for direct numerical
simulation. In particular, the spacing is relatively coarse in the streamwise direction (), about a factor of
2.5 too large to meet the recommendations for DNS.

Laminar flow calculations were carried out as a basic check of the codes (Fig. 2). These calculations were
carried out on the coarse mesh, in the absence of a boundary layer trip. The similarity solution was provided
as the inflow profile at x = 0, and a laminar boundary layer developed along the plate in the computations.
Boundary layer profiles are shown in Fig. 2a for the 2/§; = 100 station, corresponding to the end of the
well-resolved region of the computational mesh. The computational results are seen to be in close agreement
with the boundary layer similarity solution (marked “Theory”). The normalized skin friction coefficient
CfRe;/ % is shown as a function of streamwise distance x/8y along the plate center in Fig. 2b. Again, the
agreement between the calculations and the similarity solution is very close.

A. Basic Results

Figure 3 shows an example of an instantaneous flow solution obtained with the HOPS code on the fine grid
for the turbulent boundary layer flow. The location of the boundary layer trip is apparent at x/dy = 2.5,
both as a bump in the temperature isosurface, and as a Mach wave in the density contours. The flow is
transitional in the region up to about x/dy = 30, but farther downstream it appears to be fully turbulent.

To illustrate the region of the flow considered in the detailed analysis presented next, cross-sections of
the instantaneous flowfield are given in Fig. 4 and Fig. 5. All the plots correspond to the same instant in
time.

Figure 4 shows instantaneous contours of the streamwise mass flux pu, a quantity that can be measured
experimentally with hotwire probes.?” Three planes are shown: an end view in the z/8y = 100.00 plane, a
plan view in a plane about halfway through the boundary layer (y/do = 1.43 or y/§ = 0.55), and a side view
plane at the center of the domain (z/dg = 2.50). In all the plots, the highly convoluted interface between the
boundary layer and the freestream is apparent. Boundary layer fluid appears to be ejected beyond the mean
boundary layer edge (§/do ~ 2.6), and freestream fluid often reaches close to the wall. Within the sectional
planes, islands of freestream fluid are sometimes visible wholly surrounded by boundary layer fluid, as are
disconnected islands of boundary layer fluid in the freestream. These results are qualitatively consistent with
those of flow visualization experiments.?8

Corresponding plots of quantities at the wall (y = 0) are shown in Fig. 5. Wall pressure fluctuations in
turbulent boundary layer flows have been the subject of extensive experimental investigation.?? Figure 5a
shows the instantaneous wall pressure, and Fig. 5b shows the magnitude of the wall shear stress. (Shear
stress was computed in a post-processing step, using the same compact difference formulation as for the flow
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solution.) Structures in the pressure field appear relatively isotropic, whereas structures in the shear stress
are elongated in the streamwise direction.

Basic statistical properties of the turbulent boundary flow are given in Fig. 6 for computations employing
the HOPS code on each of the two grids. These calculations were carried out using a sixth-order compact
difference scheme with eighth-order filtering (C6/F8). Figure 6a shows the skin friction coefficient, averaged
in time and across the spanwise direction. Transition is seen to be delayed on the coarse grid relative to the
fine grid, with a lower skin friction coefficient in the fully turbulent flow. Profiles of the mean streamwise
velocity are shown in van Driest transformed coordinates” in Fig. 6¢ for the x/dy = 100 station. The velocity
profile for the fine grid case matches theory closely, but the coarse grid case is still transitional.

The effect of the filtering on the transition process is also of interest. The effect of using different filter
coefficients in Eq. (5) is shown in Fig. 7. (The filtering method is explained in detail in Refs. 1,16.) Filtering
can be carried out for values of the filter coeflicient of —0.5 < ay < 0.5, with values closest to ay = 0.5
giving the sharpest cut-off. Here we see that more severe filtering delays transition somewhat, but the effect
is not very strong for the typical range of filtering coefficients employed with this numerical approach.

Statistical properties of the turbulent boundary flow are given in Fig. 8 for computations carried out
using three different spatial discretization schemes implemented in the HOPS code: a sixth-order compact
difference scheme (labelled C6), a fourth-order scheme based on an explicit stencil (E4), and a nominally
third-order, upwind-biased implementation of the Roe scheme (ROE3). An eighth-order filter (F8) was used
for the sixth-order compact difference scheme, but cases with both sixth-order (F6) and eighth-order filters
were examined with the explicit fourth-order spatial scheme. An additional case was run with the sixth-order
compact difference scheme using fourth-order Runge-Kutta time integration (RK4) rather than the baseline
implicit time integration scheme. For these explicit calculations, the nondimensional time step was reduced
to At = 5 x 10~%. The results of all the computations are in qualitative agreement, but the more dissipative
spatial discretization approaches are seen to predict a delayed transition to turbulence.

A comparison of the results obtained with the different computational fluid dynamics codes is presented
in Fig. 9 for the fine grid. The sub-figures show the mean profiles of skin friction, momentum thickness,
streamwise velocity, and a form of the Reynold stress. The transition process is seen to vary slightly for the
different codes and numerical approaches. Nonetheless, a well-developed turbulent boundary layer profile is
obtained for each case, and the profiles agree closely when cast in nondimensional coordinates.

For reference, Fig. 10 compares the velocity profiles obtained in the present study using the HOPS code
on the fine grid (z/3p = 100, Reg = 5.7 x 103) with those published by Spina?* (Rey = 8.1 x 10%). The
profiles are presented both in outer variables (Fig. 10a) and van Driest transformed inner variables (Fig. 10b).
The results are as expected for two well-developed turbulent boundary layers with an order-of-magnitude
difference in Reynolds number. The near-wall region differs in outer variables and the wake region differs in
inner variables. Reasonable agreement is obtained in the logarithmic region.

B. Correlations

It is of interest to evaluate the ability of large-eddy simulation to predict the properties of §-scale structures,
which are resolved in this approach. Here we focus on cross-correlations of various flow quantities, using the
results of simulations with the HOPS code that employed the sixth-order compact difference scheme, eighth-
order filtering, and implicit time advancement. For all the correlation statistics, averaging was performed
for at least one domain flow-through time (1 x 10° iterations).

Time series of the fluctuations of mass flux generated by the simulations were saved in order to carry out
the correlation analysis. The analysis is intended to be similar to that employed in the classic hotwire studies
of Kovasznay et al.?! in a low-speed turbulent boundary layer, and of Spina et al.?*3233 in a supersonic
boundary layer.

Space-time correlations are shown in Fig. 11. Both cases shown correspond to a streamwise station of
x/dy = 97.0, with a corresponding momentum thickness Reynolds number of Reg = 5.5 x 10%. If Taylor’s
hypothesis®? is applied to convert time to an effective streamwise coordinate, Fig. 11a can be interpreted as
a side-view image of the flow in the center plane (z/dy = 2.50). The reference point for the correlations is
set at yrer/d = 0.55, and the surrounding correlation contours indicate the characteristic inclination of the
large-scale boundary layer structures. (Here, the boundary layer thickness is §/dp =~ 2.6.)

Figure 11b shows the corresponding plan-view correlation, for the y/§ = 0.55 plane, with z.t/dg = 2.5.
Again using Taylor’s hypothesis to interpret time as a surrogate spatial coordinate, we note a characteristic
elongation of the correlation contours in the streamwise direction.
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Figure 12 compares space-time correlations in a horizontal plane between the computations and the
experiments of Spina.?* The experimental data correspond to nearly the same nondimensional distance
from the wall (y/d = 0.51), but a higher Reynolds number. The shape of the correlation contours differs
somewhat between computation and experiment, perhaps due to issues of spatial resolution. Nonetheless,
the characteristic scale of the R = 0.3 correlation contour is about 0.50 in both cases.

Spatial correlations are shown in Fig. 13. (See Fig. 4 for plots of the instantaneous mass-flux in the same
planes.) The similarities between Fig. 11a and Fig. 13a, and between Fig. 11b and Fig. 13b, suggest that
Taylor’s hypothesis is a good approximation for this flow.

The scale and orientation of the large-scale structures in the simulated boundary layer are similar to
those observed in experiments.?! The mass flux is well-correlated over a length scale on the order of the
mean boundary layer thickness §, and the correlation contours are roughly ellipsoidal. The characteristic
length in the spanwise direction is somewhat smaller than that in the wall-normal or streamwise directions,
and contours in the z-y-plane are oriented at an angle of about 45 deg from the wall. These results are
generally consistent with the appearance of the instantaneous mass-flux field seen in Fig. 4.

Broad-band convection velocities, derived from space-time cross-correlations of the mass flux fluctuations,
are shown in Fig. 14. The convection velocity is determined by dividing the distance between two stations
separated in the streamwise direction by the time delay for optimal correlation of the signals obtained at
the two stations. Computational results referenced to the x:/dp = 98 station are shown in Fig. 14a. The
convection velocity profile is seen to closely match the mean velocity profile, which is included for comparison.

The corresponding results obtained by Spina et al.33 from hotwire measurement are shown in Fig. 14b.
Those results show U,./Us = 0.9 £ 0.1 across the outer part of the boundary layer. (The experimental
uncertainty was primarily due to temporal discretization, the sampling rate of the analog-to-digital con-
verter.) Because of the large error bar on the experimental data, it is difficult to say whether the convection
velocity is actually constant across the boundary layer, or agrees closely with the mean velocity as seen in
the computations. It should also be noted that the streamwise separation of the hotwire probes (x/6 = 0.1
to 0.2) is smaller than that employed in the computational analysis (x/0 = 0.5 to 2.0). We plan to explore
these differences carefully in future work.

Another flow variable that has been extensively studied experimentally is the fluctuating wall pressure.
Time series of the computed wall pressure fluctuations were saved for correlation analysis. Spatial correlations
of the fluctuating wall pressure are shown in Fig. 15. Computational results obtained with the HOPS code
are shown in Fig. 15a, and the experimental results of Spina?* are shown in Fig. 15b. (The experimental data
were obtained with four Kulite pressure transducers, mounted in a line at the wall with a spacing of 0.180.)
For the computations, the correlation contours are roughly circular, with a characteristic diameter of about
0.10. These results are qualitatively consistent with the features of the instantaneous wall pressure field
shown in Fig. 5a. In contrast, the experimental correlation contours are elongated in the spanwise direction,
and the characteristic length scale in the streamwise direction is about twice that obtained computationally.
This discrepancy is also a topic of ongoing investigation, focusing in particular on issues of spatial resolution
in the measurements.

Convection velocities were also computed for the wall pressure data, again by taking data from two
stations separated in the streamwise direction, and dividing the distance between the stations by the time
delay for optimal correlation. The results are shown in Fig. 16 as a function of the streamwise separation,
and compared to several experimental data sets.?43°37 For all data sets, the convection velocity lies in
the range 0.60 < U./Uy = 0.90. The computational results fall in the middle of the range spanned by the
experimental measurements.

29

IV. Summary and Conclusions

We seek to demonstrate that large-eddy simulation can take a productive place in the portfolio of tools
for high-speed aircraft design, in particular replacing Reynolds-averaged Navier-Stokes methods for the
simulation of highly three-dimensional flows. As a first step in this process, we have undertaken a verification
and validation project for large-eddy simulation of compressible, turbulent flow. This paper has presented
an initial progress report.

High-fidelity, implicit large-eddy simulations of a Mach 2.9 turbulent boundary layer flow were carried out
using three different computational fluid dynamics codes (FDL3DI, HOPS, and US3D) with the same formal
order of spatial and temporal accuracy. The codes FDL3DI and HOPS are finite-difference, structured-grid
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solvers, developed at the Air Force Research Laboratory, whereas US3D is an unstructured, finite-volume
code, developed at the University of Minnesota. The aim of the work was to compare their performance and
numerical accuracy. The simulations were carried out using the same boundary conditions, body force trip
mechanism, grids, and time-step. Additional calculations were carried out to compare the results obtained
with different numerical algorithms.

All three codes were able to produce plausible turbulent boundary layers, and showed good agreement
in the region where the boundary layer was well developed. General agreement was also obtained with
experimental turbulent boundary layer profiles. The details of the transition process, however, varied with
the numerical method and the details of its execution. In particular, coarser grids and more dissipative
numerical schemes led to delayed transition to turbulence in the calculations. The body-force trip method
was employed successfully in each case, and should be suitable for general application with different codes
and numerical approaches.

Calculations were also carried out to explore correlations characterizing large-scale structures in the flow
turbulence. Many of the features of the large-scale structures were found to match between computation and
experiment, but additional work is warranted to explore the use of such comparisons to validate large-eddy
simulation codes.
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(a) Boundary layer profiles at z/dg = 100. (b) Skin friction profile.

Figure 2. Mach 2.9 laminar boundary layer flow (HOPS code, coarse grid, C6/F8 scheme).
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(a) Density contours, p/poc-

(b) Temperature isosurface, T/Too = 1.0.

Figure 3. Overview of Mach 2.9 turbulent boundary layer flow (HOPS code, fine grid, C6/F8 scheme).
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(a) End view (looking downstream): x/§y =
100.00 plane.

(b) Plan view (from above): y/do = 1.43 (y/d = 0.55) plane.

10

Y SR
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X/

(c) Side view: z/dg = 2.50 plane.

0

Figure 4. Contour plots of the instantaneous, streamwise component of mass flux, pu/(psctcs) (HOPS code,
fine grid, C6/F8 scheme).
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(a) Pressure, py.

X/2,

(b) Shear stress, Tyw.

Figure 5. Instantaneous contours of flow properties at the wall (plan view from above, y = 0, HOPS code, fine

grid, C6/F8 scheme).
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Figure 6. Mean flow properties of Mach 2.9 turbulent boundary layer for different grids (HOPS code, C6/F8

scheme).
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Figure 7. Mean flow properties of Mach 2.9 turbulent boundary layer for different filter coefficients (HOPS
code, coarse grid, C6/F8 scheme).
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Figure 8. Mean flow properties of Mach 2.9 turbulent boundary layer for different numerical schemes (HOPS
code, fine grid).
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Figure 10. Mean velocity profiles obtained with HOPS code (Reg = 5.7 x 103) compared to experimental data

of Figure 3-5 of Spina2?4 (Rey = 8.1 x 10%).
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Figure 11. Space-time correlations of streamwise component of mass flux (pu)’.
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Figure 12. Space-time correlations of streamwise component of mass flux (pu)’ for a plane parallel to the wall.
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Figure 13. Two-point, spatial correlations of streamwise component of mass flux (pu)’. Reference station:
xref/(so = 9707 yref/5 = 055, zref/50 = 2.5.
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Figure 14. Broad-band convection velocity, based on mass flux fluctuations (pu)’.
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Figure 15. Two-point spatial correlations of wall pressure fluctuations p/,.
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Figure 16. Broad-band convection velocity, based on wall pressure fluctuations p/,. Reference station: x,f/d0 =
98.0. Experimental data of Bull,3® Chyu and Hanley,3® Tan et al.,37 and Spina.?*
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High Fidelity Computational Study of the
HIFiRE-1 Boundary Layer Trip

Joel E. Gronvall? Nicholas J. Bisek! and Jonathan Poggiet
Air Force Research Laboratory, Wright-Patterson AFB, OH, 45433-7512, USA

A computational study of the effects of a discrete roughness element on high-speed
boundary layers is investigated. Four cases are studied with one set based on the flow
conditions during the ascent phase of the Hypersonic International Flight Research Ex-
perimentation Flight 1. Results that are presented include a two-dimensional stability
analysis of the cone geometry without roughness and four high fidelity simulations with
the diamond-shaped roughness element. Reynolds number effects on the wake pattern
are compared in addition to a preliminary comparison between second-order accurate and
sixth-order accurate computational results.

I. Introduction

Laminar to turbulent transition in high speed boundary layers continues to be a critical field of study.
It is well known that hypersonic vehicle design is especially influenced by the effects of transition. Of
these effects, two in particular provide the greatest challenge to engineers. First, a nearly five-fold increase
in surface heating may occur due to the enhanced mixing within the turbulent boundary layer. Second,
increased skin friction results from the increased generation of shear stresses. Therefore, gaining a deeper
understanding of the physics involved will provide an improved ability to predict the onset of transition and
possibly delay it.

Numerous factors have been identified in the literature as those that can directly or indirectly affect
the complex process of transition. Some of these include freestream disturbances, distributed roughness,
isolated roughness, surface temperature, nose bluntness, etc. Much work has been done toward gaining
greater knowledge of the underlying physics of boundary layer transition. However, to a large extent our
understanding of transition in high-speed flows remains incomplete! due to a number of factors,? including the
limited availability of flight data. In part, the Hypersonic International Flight Research and Experimentation
(HIFiRE) program was designed to address this issue by providing high quality boundary layer transition data
in free flight conditions. The first from this series of experiments, HIFiRE-1,3 10 has indeed produced a great
amount of work to date, including parallel ground tests'''* and computational analyses.'® 20 Of particular
interest was the boundary layer trip on the HIFiRE-1 flight vehicle, however only a limited amount of analysis
has been put forth on this portion of the experiment and has mainly focused on evaluating engineering type
roughness correlations'®using ground test data. Therefore it is the intent of this paper to examine effects
from the roughness element on boundary layer transition at an instant during the ascent and also over a
range of freestream unit Reynolds numbers.

As has been observed, the general effect of roughness on the boundary layer is to move the transition front
upstream.?! As such, roughness elements are generally classified in terms of the degree of impact on boundary
layer transition. Any surface roughness that produces no appreciable influence on the onset of transition can
necessarily be neglected. Roughness heights that begin to influence, but do not immediately cause transition
in the boundary layer are often referred to as ‘critical’ or ‘incipient.” Roughness magnitudes that are larger
and result in immediate boundary layer transition are referred to as ‘effective.” Depending on the three-
dimensional shape of the roughness and overall height, the precise mechanisms that lead to transition still

*Senior Researcher, Ohio Aerospace Institute. Currently Aerospace Engineer, Southern Research Instute. Member ATAA.
TResearch Aerospace Engineer, AFRL/RQHF. Senior Member ATIAA.
*Senior Aerospace Engineer, AFRL/RQHF. Associate Fellow ATAA.
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remain unclear. For effective roughness heights, it is believed that the presence of flow reversal introduces
an absolute instability. For incipient boundary layer trips, a transient or non-modal growth mechanism has
been proposed.

A two-dimensional computational analysis has been completed for a selected instant during the ascent
phase of the experiment. The mean flow solution was generated using the two-dimensional /axisymmetric
CFD solver included in the STABL?? software suite. A subsequent stability analysis was conducted using the
PSE-Chem code and the results are presented herein as verification that the boundary layer upstream of the
trip was laminar under flight conditions. Additionally, four cases were studied using three-dimensional high
fidelity grids and a second-order accurate scheme. The freestream unit Reynolds number was varied over
these four cases from low to high, with high Reynolds number case representing the selected flight condition.
A preliminary comparison with direct numerical simulations using the sixth-order low dissipation scheme are
made.

II. HIFiRE-1 Flight Experiment

The primary focus for the current investigation is the boundary layer trip portion of the HIFiRE-1 flight
experiment, specifically during the ascent. The experimental model was nominally a 7.0° half angle cone with
a 2.5 mm nose radius and a total length of 1.100 m. The diamond-shaped roughness element was installed
at an axial location of 0.5236 m on the cone surface and oriented in such a way that a radiused corner was
aligned with the flow direction. A schematic showing the overall dimensions of the cone and the relative
location of the roughness element is shown in Figure 1. The dimensions of the element were 10 mm length
on each side and a 2 mm height. Figure 2 shows the element as used in the three-dimensional computation.

1.100 m

A
|

0.5236 m

Figure 1: HIFiRE-1 Roughness Element Configuration.
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Figure 2: HIFiRE-1 Roughness Element Dimensions.

Installed on the flight vehicle were an array of pressure transducers, heat flux gauges, and thermocouples.
The instrumentation was arranged along two rays of the cone with one set aligned along the smooth side
of the cone and the other set aligned along the roughness element side of the cone. During the experiment,
the HIFiRE-1 vehicle transmitted data on three telemetry streams. Unfortunately, the data collected from
the rough side stream contained high amounts of noise which make direct comparisons relatively difficult.
Lastly, due to a failure in the exoatmospheric pointing maneuver, the flight vehicle reentered the atmosphere
at a high angle of attack. However, the ascent phase produced nearly axisymmetric flow conditions and thus
provides the basis for this study.

III. Computational Methodology

III.A. Numerical Setup

For the two-dimensional analysis, the Stability and Transition Analysis for Hypersonic Boundary Layers
(STABL)?2 suite of software was used. The tools provided with this software include grid generation tools,
a two-dimensional/axisymmetric CFD solver, and the stability analysis code, PSE-chem. The flow solver is
a two-dimensional /axisymmetric, second order accurate mean flow solver based on the implicit data-parallel
line relaxation (DPLR)?* method. The PSE-Chem code solves the parabolized stability equations for high
speed flows and includes the effects from finite-rate chemistry and translation-vibrational energy exchanges.
One particularly useful quantity is the N factor from the eV method. Briefly, this method provides a means
to measure the integrated amplitude growth of constant frequency disturbances in the boundary layer as
they propagate downstream. Following Jaffe et al.®4 this quantity can then be compared to experimental
transition data to determine a particular value of N factor which correlates to transition. The N factor is
defined as follows

S

N(w,s) = /Uds

S0
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where s is the distance along the surface, sg is the location of the first critical point, w is the disturbance
frequency, and o is the disturbance growth rate. For more details on the PSE-Chem solver, see Johnson and
Candler.??

The three-dimensional calculations carried out for this work were conducted using the unstructured solver,
US3D.2?5 Developed and maintained by Professor Candler’s research group at the University of Minnesota,
US3D solves the compressible Navier-Stokes equations using a cell-centered finite volume formulation. For
all calculations, the viscous fluxes were evaluated using gradients reconstructed from weighted least squares
approximation with deferred correction to the cell faces. For the steady flow calculations, the inviscid fluxes
were computed using the second-order-accurate modified Steger-Warming?® flux vector splitting scheme. For
the unsteady calculations, the inviscid fluxes were computed using a low dissipation, hybrid central /upwind
scheme as described by Subbareddy and Candler.?” In this form the flux, FY, is computed as the combination
of a non-dissipative symmetric component and an upwinded dissipative component multiplied by a shock
detecting switch.

Ff = Fsym + s Fiss

The switch, ag,, ensures that the dissipative portion of the flux evaluation is only used in regions near
discontinuities. A commonly used switch for this framework is the switch due to Ducros et al?® which is

given by
(¥-a)

a=———35
(V@) + =)

where u is the velocity and w is vorticity. This switch provided adequate operation for the work presented
herein. The symmetric component of the inviscid flux was computed using a nominally sixth order accurate
gradient reconstruction. Time advancement was accomplished using second-order implicit time integration.

III.B. Grid Construction

To reproduce the experiment, the computational model consisted of a 7.0° half angle sharp cone with a
2.5 mm blunted nose and a total axial length of 1100 mm. Due to the location of the roughness element
and the angle of attack of the flow, symmetry planes could not be used and therefore a grid of the full cone
model was used.

By carefully constructing a grid of very high quality, the sources of grid-related errors in the computed
solution can be minimized. This is especially important considering the small amplitudes of some of the quan-
tities that are of interest to this investigation. As such, the three-dimensional unstructured grid, consisting
entirely of hexahedral cells, was generated using the commercially available software package Pointwise. The
grid was constructed by first generating a solution on a coarse grid where the outer domain was conserva-
tively placed such that it would capture the shock shape. The shock position was extracted from the initial
solution and used to position the outer domain surface by closely following the shock shape with minimal
buffer zone. This ensured the efficient use of grid points within the domain by minimizing the number of
points in the freestream and by helping to accurately capture the shock in the refined grid. Using the outer
domain surface and the cone model surface, the grid topology was created with careful attention to the cone
surface grid densities. It should be noted that using a grid topology paradigm, one can avoid creating a
grid singularity in the nose region as would be encountered in structured grid generated by revolution. This
singularity, due to its location near the stagnation region, can be troublesome for finite volume solvers.

The grid described above also utilizes the nested refinement technique. While nested refinement introduces
five-cell singularities into the grid, the primary benefit of using this technique is that it provides the user
the ability to tailor the shape and spacing of the cells where desired. In this case, the added complexity
of meshing the roughness element is made possible by using this technique. A close-up of the grid near
the roughness element is shown in Figure 3. Based on experience generating grids for similar flows, grid
clustering normal to the surface and achieving a value of yT less than one at the first solution point away
from the wall ensures that the boundary layer is appropriately resolved in the body-normal direction. The
additional requirement of adequate resolution of the wake region was also obtained. After meeting all these
requirements, the resulting high-quality grid consisted of 460 million cells with 300 points normal to the
surface.
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Figure 3: Close-up of mesh around roughness element.

III.C. Simulation Conditions

To anchor this computational study, one of the four hypersonic flow conditions was set to match the flight
conditions at 28.4 seconds into the ascent. This is the highest Reynolds number condition and is identified
as Case D. All four sets of freestream conditions are shown in Table 1. For all conditions, a specified wall
temperature profile was used. This profile was based on the thermal analysis provided by AFRL’s finite
element code TOPAZ and combined with a smooth blending function to a laminar flow condition along the
aft portion of the cone, similar to the procedure used by Li et al.'® A plot of the surface temperature as a
function of axial distance is shown in Figure 4. Due to the relatively low stagnation temperatures, it was
determined that a perfect gas assumption would be used. At 28.4 seconds into the flight, the HIFiRE-1
vehicle was calculated to be at 1.5° angle of attack which was used in the three-dimensional computations
by inclining the freestream velocity vector.

| M | R [1/m] | Ty [K] | RolkPa] | pso[kg/m?] | TulK] | usclm/s] | TwaulK] |

Case A | 5.52 | 1.08x106 568 131 0.0060 80.0 990.3 Varying
Case B | 5.52 | 1.84x10° | 1277 737 0.0150 180.0 1484.6 Varying
Case C | 5.52 | 2.16x10° | 1454 1035 0.0185 205.0 1584.4 Varying
Case D | 5.52 | 2.49x106 1618 1373 0.0221 227.9 1671.4 Varying

Table 1: Simulation Freestream Conditions.
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Figure 4: Surface temperature profile.

IV. Results

The two-dimensional mean flow solution was generated using DPLR as implemented in STABL. This
methodology permits the use of large time steps to converge the calculation to steady state using fewer
iterations. For the three-dimensional steady and unsteady calculations, however, additional restrictions were
placed on maximum allowable time step due to the high grid resolution at the nose and around the boundary
layer trip leading to significant increases in computational demands.

For the two-dimensional analysis, the mean flow calculation is shown in Figure 5(a) as Mach contours
near the nose. A stability analysis was conducted using this mean flow and N factor results are shown in
Figure 5(b). Looking at this plot, one can see that the maximum N factor reaches a value just over 6 at a
frequency of 230 kHz. This matches well with analysis provided by Li et al.'® where it was observed that
the N factor reaches a maximum of 21.2 at 20.0 seconds into the ascent and falls to 7.6 by 27.0 seconds. For
free flight conditions, an N factor greater than 10 may indicate the onset of transition. It can therefore be
expected that at 28.4 seconds it is unlikely that natural transition is occurring anywhere on the cone. Based
on a visual comparison between the computed maximum N factor envelope frequencies and the estimates for
Mack’s first and second modes shown in Figure 5(b), it is reasonable to conclude that for these conditions
Mack’s second mode is the dominant instability absent surface roughness.
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(a) Mach contours at 28.4 seconds into ascent. (b) N factor analysis for 28.4 seconds into ascent.

Figure 5: Two-dimensional analysis of 28.4 seconds into the ascent.

Whereas the analysis discussed above examined axisymmetric flow, the high-fidelity computations used a
1.5° angle of attack to match the flight conditions at 28.4 seconds into the ascent. In this case, the roughness
element was aligned along the windward ray, which will be defined as the 0° ray. When considering the effects
of an isolated roughness element on boundary layer flows, two parameters are commonly referenced. The first
is the &/ parameter, which gives the relationship between roughness height and boundary layer thickness.
Since no computations were completed for these cases without the roughness element, estimates are made
based on boundary layer thickness values in the vicinity just upstream and to the sides of the element. These
values were taken from areas that were relatively unperturbed by the presence of the roughness element. It
was found that k/0 was approximately 0.7 for Case A, 1.0 for Case B, 1.1 for Case C, and 1.2 for Case D.
The second parameter, Reg or roughness Reynolds number, is used as a engineering correlation to predict
whether the roughness element will affect boundary layer transition or not. Above some critical value it is
considered that a boundary layer will be sufficiently perturbed such that natural transition is altered. This
value is calculated using the following relation:

_ Uik
73

Rek

where k is the roughness height and the subscript k& denotes that the values were obtained at that same
roughness height from a simulation that excluded the roughness element. Again, absent such a computation,
estimates are provided and were obtained in a similar fashion as the k/0 parameter. For the lowest Reynolds
number case, Case A, it is estimated that Rej = 250. For Case B Repwas approximately 1450, for Case C
Rey, = 6050, and for Case D Rey ~ 7150

In Figure 6, four slices centered along the windward ray show pressure contours normalized by the
freestream pressure. In all cases a shock can be observed emanating from the leading corner of the roughness
element followed by an expansion wave attached to the trailing corner. As the freestream unit Reynolds
number increases from Cases A to D, the incoming boundary layer that the roughness element sees decreases
in thickness. This results in a rise in the incoming Mach number that interacts with the element and
a subsequent gain in shock strength, as indicated by the increased intensity in the normalized pressure
contours shown in Figure 6. It is noted that the increase from Case B through D is quite subtle, which is
expected given the relatively small increases in k/§ for those cases. This is in contrast to the more significant
increase in k/J when comparing Case A to Case B. It will be shown in following examination of results that
the flow over and around the roughness element in Case A is in many ways fundamentally different than
Cases B, C, and D.
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(a) Case A.

(c) Case C. (d) Case D.
Figure 6: Centerline pressure contours normalize by freestream static pressure, P..

One of the more well-known published results with respect to boundary layer trips in high-speed flows is
that of Whitehead.?? In his work, several boundary layer trip configurations and trip shapes were examined
on an inclined wedge. Of particular note and relevance to this work was the comparison between the flow
pattern produced by an isolated cylindrical trip and a triangular prism trip. These results can be found in
Figure 4 of Whitehead?® and are reproduced here in Figure 7(a) and 7(b) along with a comparison with the
current computations in Figure 7(c¢). Focusing on the oil flow results, the flow pattern immediately upstream
of both trips are markedly different. In the cylindrical trip case several of the horseshoe vortices are fully
visible in the oil flow as they wrap completely around the trip. In the case of the triangular prism, only one
vortex footprint is visible just upstream of the element, but as the flow turns laterally around the element
other vortical structures begin to appear. In both cases, the region of relatively unperturbed oil splashes
indicate a large separated region. Based on the other results presented by Whitehead, it would be expected
that upstream of the separated region the oil flow would exhibit patterns consistent with laminar boundary
layer flow.

With these observations in mind, a comparison can be made with the computational results shown in
Figure 7(c). In this case, two contour colors are shown for wall shear stress along with surface limiting
streamlines. While the contours were arbitrarily selected, the lighter regions represent a significant increase
over the darker regions. In the case of oil-flow visualization, it would be expected that these regions of
higher shear stress would provide sufficient force to smear the oil to produce flow patterns. As can be seen,
the square shaped roughness element oriented as a diamond with respect to the flow produces flow patterns
qualitatively similar to the triangular prism trip as compared to the cylindrical trip. This in spite of the
fact that both experimental trips had values of k/0 = 2 and the triangular prism was slightly wider at 23.8
mm (corner-to-corner) versus the 14.1 mm (corner-to-corner) found on the HIFiRE-1 geometry. Instead of
an easily identifiable radius of influence as in the cylindrical trip case, for a protuberance that has a leading
corner pointing into the flow there appears a broad, square shouldered pattern that will be seen in subsequent
plots.
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)

(a) Cylindrical trip. (b) Triangular prism trip.
Figure 7: Comparison of oil flow visualization from (a) cylindrical and (b) triangular prism trips with (c)
shear stress contours from computations. Experimental results taken from Whitehead, Figure 4.2°

(a) Case A. (b) Case B.

(c) Case C. (d) Case D.

Figure 8: Isosurfaces of Vorticity Magnitude in the near vicinity of the roughness element. Surfaces are
colored by the normalized velocity U.
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In order to compare the differences between the four Reynolds number cases and to aid in visualizing the
flow patterns produced by the roughness element, isosurfaces of vorticity magnitude are shown in Figures 8(a),
8(b), 8(c), and 8(d). Each corresponds with Case A, B, C, and D, respectively. The isosurfaces are colored
by the streamwise velocity U which has been normalized by the freestream value, Uy,. Very clearly, the flow
pattern produced in Case A differs significantly compared with Cases B, C, and D. Case A shows two streaks
indicating a simple horseshoe vortex system. In contrast, Cases B, C, and D display a multiple vortex system
that propagates downstream. As was seen in the oil-flow and shear stress visualization, the vortex pattern
appears at the roughness element in a broad, squared shoulder like fashion. The most obvious difference
between Cases B, C, and D is that with increasing freestream unit Reynolds number, the vortex pattern
broadens and produces vortex structures that develop to a greater degree.

Digging into the details of the flow structures produced by the roughness element, four plots showing
close-up views just upstream of the roughness element are shown in Figure 9. For each plot the centerline slice
is shown as a numerical shadowgraph. Plotted over the numerical shadowgraph are streamlines of various
colors. This color scheme groups together related streamlines and will be used in subsequent figures. A short
description of each color group follows. The green streamlines represent boundary layer flow lines which do
not get entrained in the separated region and the horseshoe vortex system but are at minimum deflected
to some extent. The red streamlines represent boundary layer flow that originates from the upstream,
unperturbed flow, but which enter the roughness element vortex system. Blue streamlines are used to
show vortex structures that rotate clockwise with respect to the reader’s perspective of Figure 9. Yellow
streamlines are used to visualize vortex structures with a counter-clockwise rotation. Both the yellow and
blue streamlines lack direction arrows for clarity. As has been previously observed, Case A displays a very
simple vortex system compared with the other cases. There is only a single clockwise rotating recirculation
zone upstream of the element. The extent of this separated region is the shortest of all the cases. Moving to
Case B, the separation region moves upstream and a much more complex flow system can be seen. In this
case a counter-clockwise rotating vortex (yellow) sits immediately adjacent to the roughness element. Moving
upstream, a larger clockwise rotating vortex (blue) sits adjacent to another small counter-clockwise rotating
(yellow) which in turn is adjacent to the furthest upstream and largest vortex. For Case C in Figure 9(c),
the flow structure looks quite similar to Case B. However, there begins to appear a second clockwise rotating
vortex core in the furthest upstream recirculation zone. This further develops in Case D, where the twin co-
rotating vortices are readily visible. Between and just below the pair, the streamlines begin to lift, indicating
that a further increase in Reynolds number would produce an additional counter-clockwise vortex near the
surface.

Using the same color grouping, streamlines on the centerline plane along with surface limiting streamlines
are shown in Figures 10(a), 10(b), 10(c), and 10(d). One additional color group for streamlines is used:
the color black representing roughness wake streamlines. Here again the centerline slice is a numerical
shadowgraph, and the cone surface is shown with grayscale contours of wall shear stress. In this perspective
view, the effect of the protuberance can be seen on incoming green streamlines on the surface. In Case A,
these streamlines travel the closest to the roughness element of all the cases and are displaced the least. On
the roughness element side that is visible, the incoming red streamlines are directed downward and swept back
along the side. These streamlines are either incorporated into the horseshoe vortex (blue), or are directed into
the wake region (black). Note again the simple flow structure as compared to the higher Reynolds number
cases. In Case B, the streamline structure becomes much more complex. The side of the roughness element
now shows to zones. One with the incoming red streamlines and the other, a separated region associated with
the counter-clockwise rotating vortex (yellow). Moving away from the roughness element, the alternating
pattern of clockwise and counter-clockwise rotating vortices that was seen previously is visible here as well
and indicate a series of alternating separation lines and re-attachment lines. Additionally, the number of
counter-rotating vortices that are visible has increased from that observed in Figures 9(b)-(d). This trend
continues in Cases C and D and in some sense matches the observation in Whitehead’s triangular prism trip
results where vortices become visible on the surface to the sides of the roughness element.

Approved for public release; distribution unlimited.
10 of 17

American Institute of Aeronautics and Astronautics

188



Downloaded by D'Azzo Research Library DET 1 AFRL/WSC on February 27, 2014 | http://arc.aiaa.org | DOI: 10.2514/6.2014-0433

(c) Case C. (d) Case D.
Figure 9: Centerline shadowgraph upstream of roughness element.
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(c) Case C. (d) Case D.
Figure 10: Surface pressure with limiting streamlines.

In order to examine the profiles produced by the roughness element wake, four axial slices showing
contours of vorticity magnitude are shown for each case in Figure 11. The axial stations used were x=0.60
m, x=0.75 m, x=0.90 m, and x=1.05 m. In order to improve clarity, the x axis shows values of the cone ray
angle, where the 0° ray is centered along the windward ray, which have been displayed in a normal Cartesian
layout. The y axis represents the surface distance normal to the surface and are scaled appropriately for each
case. Note that all vorticity magnitude contours are displayed at identical levels, except for Case A where the
range of levels has been reduced. The fundamental difference between Case A and all other Cases is readily
observed. The flow exhibits two regions of increased vorticity corresponding to the simple horseshoe vortex
system. It is interesting to note the differences between Cases B, C, and D at the furthest upstream axial
location (x=0.60 m). In Case B, there is the central “mushroom” shaped lobe with four off-center lobes to
each side. In Cases C and D, the center line “mushroom” is flanked by five off-center lobes. When comparing
Cases C and D, besides observing a general broadening in Case D, there appears to be a system of pairs of
vortices. It is between these pairs that the general broadening sees the greatest increase. It is possible that
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this effect is related to the crossflow velocity component produced by the small angle of attack. Generally
for all cases, when viewing axial slices from upstream toward downstream, there is a general dissipation of
the flow structures indicated by the reduction in vorticity magnitude.

x=1.05 m

x=0.90 m

l....l.u.l....lf\ [ IR RIS B | | -
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(a) Case A.** (b) Case B.
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(c) Case C. (d) Case D.

Figure 11: Surface heat flux and boundary layer velocity slices. **(Note: A different contour scale was used
for clarity in Case A only)

In addition to the four cases simulated using second-order numerics, preliminary work has been completed
using the sixth-order low-dissipation scheme implemented in US3D. The purpose of this is to observe any
unsteady behavior associated with the tripped boundary layer. Two cases will be presented here, Case A and
Case B. To illustrate any immediate differences in the results, plots showing surface heat flux are shown and
compared in Figure 12. For Case A, the standard numerics are shown in Figure 12(a) while the high order,
low dissipation calculation is shown in Figure 12(b). One can observe that these to figures are identical,
indicating that absent freestream disturbances the flow remains laminar. However, for Case B there is a
noticeable difference between Figure 12(c), the standard calculation, and Figure 12(d), the low-dissipation
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calculation. Indeed, Figure 12(d) represents a time averaged heat flux. The increased heating near the aft
portion of the cone indicates that transition is occurring. Upstream of the increased heating zone, it can
be observed that the vortex structures appear more intense and remain coherent for a longer extent in the
low-dissipation calculation as compared with the standard calculation.
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) Case A steady flow computation. (b) Case A high-order low-dissipation computation.
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) Case B steady flow computation. (d) Case B high-order low-dissipation computation.

Figure 12: Surface heat flux comparison between steady flow computations and high-order, low-dissipation
computations.
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(a) Case B. Instantaneous surface heat flux. (b) Case B. Instantaneous isosurfaces of the Q-criterion colored

by U velocity.
Figure 13: Case B. High-order, low dissipation simulation.

To help illustrate the unsteady vortex structure that is observed in the low-dissipation calculation for
Case B, a plot showing the instantaneous surface heat flux is shown in Figure 13(a) and isosurfaces of the
Q-criterion colored by contours of the streamwise velocity, U, are shown in Figure 13(b). The Q-criterion

is defined as Q = 3 (|Q|2 - |S|2> > 0 where S is the rate of strain tensor and 2 is the rate of rotation

tensor. In the surface heat flux, waves can be seen in the off-center vortex structures which ultimately result
in transition. The same observation can be made in the centerline wake vortices, however these transition
further aft, resulting in a three-pronged transition pattern. Examining the isosurfaces of the Q-criterion, the
off-center vortices exhibit a rope-like pattern which grow in intensity as they travel downstream ultimately
leading to the onset of transition.

V. Conclusions

In this work, a series of four different Reynolds number conditions were examined for an isolated, diamond-
shaped roughness element. The geometry was based on the HIFiRE-1 flight vehicle and one of the four
conditions was derived from the conditions at 28.4 seconds into the ascent. This was chosen largely due
to the fact the flow was nearly axisymmetric at roughly 1.5° angle of attack. A preliminary investigation
was conducted using two-dimensional computational analysis. This consisted of a stability analysis which
confirmed that transition was not occurring upstream of the roughness element. Four steady state three-
dimensional computations were run on a high-fidelity grid. These computations were used to evaluate the
effect of Reynolds number on an isolated boundary layer trip. It was observed for the lowest Reynolds number
case resulted in the least complex flow with a single horseshoe vortex system resulting in a pair of streaks of
increased heating downstream of the element. With the increase in Reynolds number, the incoming boundary
layer, as seen by the roughness element, decreased in thickness which resulted in increased shock strength
produced by the protuberance. It also increased the number of vortex pairs observed upstream of the element
which subsequently wrapped around the element producing multiple streaks of increased heating. A brief
comparison between the steady flow computations and ongoing high-order, low-dissipation computations.
The lowest Reynolds number case showed very little difference between the two numerical schemes. For
Case B it was observed that the streaks in the wake retained their intensity to a much greater extent in the
low-dissipation calculations and instabilities in both the off-center vortex systems and centerline wake region
lead to the onset of transition. Future work will include further investigation of unsteady calculations using
the high-order, low-dissipation numerics with the intent of observing wake instabilities.
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